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Research Paper 

Abstract: Most production planning focuses on allocating resources to jobs in 
unoptimised schedules. In this work, a bi-weekly job scheduling ensemble of heuristics for 
optimising makespan is developed for a two-stage Hybrid-Flow-Shop (HFS) with two 
similar machines in the first and four similar machines in the second. The HFS problem 
is NP-hard. An empirical experiment to investigate the performance of four heuristics in 
literature versus modifications by switching the shortest with the longest processing time 
job before scheduling was performed using a set of seven jobs. The seven jobs were 
Jackknifed to create sets of six jobs each to validate heuristic performances. Eight sets of 
four jobs randomly chosen from the seven were scheduled to investigate the performance 
of the heuristics when the number of jobs is equal to or less than the number of second-
stage machines. Heuristic performance was measured using makespan and percentage 
deviation of the makespan from a selected lower bound. Results recommend an ensemble 
of three heuristics, the best makespan heuristic for jobs less than or equal to four and the 
two that begin by ordering jobs in increasing processing times, switch the shortest with 
the longest processing time job then list schedule jobs to machines. 

Keywords: Hybrid-Flow-Shop Scheduling Problem, Optimisation of Makespan, 
Scheduling Heuristic, Ensemble. 
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1. Introduction 

A conveyor belting manufacturing entity did not have a conveyor belting orders 
production scheduling policy. A scheduling policy was required to ensure timeous 
delivery performance of orders to customers as the manufacturing entity’s strategic 
competitive advantage is on fast and flexible delivery performance. The entity applies 
an Assemble-To-Order (ATO) production philosophy. Rubber compounds and 
conveyor reinforcement fabrics are imported and stocked awaiting precise conveyor 
belt order specifications from customers. The entity, thus, operates on a high inventory 
cost policy in order to achieve a fast and flexible delivery performance. 

The conveyor belt manufacturing process model of the entity is a two-stage Hybrid- 
Flow-Shop (HFS). A hybrid flow shop has a set of parallel machines in at least one of 
its stages (Ruiz & Vázquez-Rodríguez, 2010). The first stage of the conveyor belt 
manufacturing process consists of two parallel calendaring machines for conveyor 
belting assembly and construction according to order specifications. The second stage 
is for curing or vulcanizing rubber covered conveyor belts and consists of four parallel 
vulcanizing presses. Each machine in the two stages works a single conveyor belt at 
any one time. 

Figure 1 shows the two-stage HFS structure of the manufacturing process and the 
parallel machines in each stage. The objective is to minimize the total production time 
of orders at hand (makespan) at scheduling which is represented by F2/P(m1=2, 
m2=4)/ 𝑪𝒎𝒂𝒙 according to Graham et al. notation (Graham et al., 1979). 

Calendaring Machines Vulcanizing Presses 
(Stage 1) (Stage 2) 

 
Figure 1: The Hybrid Floor Shop Model Structure of The Conveyor Belt Manufacturing 

Entity Process. 

The basic principle of the solution methodology is to bi-weekly schedule available 
orders by: 
i) Minimising both machine and job downtimes, 
 Sum of machine downtimes in 1st stage machines should be = zero 
 Sum of 1st stage job downtimes = 2nd stage machine downtime 
ii) Spread jobs on second stage machines to minimise makespan 

Let the HFS be described by the set 𝑺 = {𝑺𝟏, 𝑺𝟐}(Gupta, 1988) of processing stages, 
in which stage 𝑺𝟏contains two similar machines 𝑴𝟏𝒊 = {𝑴𝟏𝟏, 𝑴𝟏𝟐} and stage 𝑺𝟐 contains 
four similar machines 𝑴𝟐𝒊 = {𝑴𝟐𝟏 , 𝑴𝟐𝟐 , 𝑴𝟐𝟑 , 𝑴𝟐𝟒}. Similar machines are different from 
identical machines in that whereas identical machines have the same processing time 
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𝒋=𝟏 

for a given job, similar machines have different processing times for the same job 
although the times are related by a factor (Ruiz & Vázquez-Rodríguez, 2010). 

Let the set of jobs to be processed at any one given time be 𝑱𝟏 = {𝑱𝟏, … , 𝑱𝒏} and each 
job 𝑱𝟏 is processed at stage 𝑺𝟏by machine 𝑴𝟏𝒊  for 𝒂𝒋𝒊 time and at stage 𝑺𝟐 by machine 

𝑴𝟐𝒊 for 𝒃𝒋𝒊 time. Let the following assumptions hold for the HFS model: 

i) The number of jobs, release times, and processing times are known and fixed. 
ii) All jobs follow the same job sequence. 
iii) No job may be cancelled, split, or pre-empted once in the process. 
iv) No two operations of the same job maybe processed simultaneously. 
v) Set-up time is independent of the job sequence and is therefore considered as part 

of the processing time. 
vi) All machines of the same stage are similar. 
vii) No machine can process more than one job at a time.  

Let the makespan for machine 𝑴𝟐𝟏 be 𝑪𝒎𝒂𝒙
𝟐𝟏  , then. 

𝑪𝒎𝒂𝒙
𝟐𝟏 = 𝒅𝟐𝟏 + ∑ (𝒅𝟏𝒋 ∗  𝑿𝟐𝟏𝒋 + 𝒅𝟐𝟏(𝒋−𝟏)}𝒏

𝒋=𝟏                                                                           (1) 

Where 

 𝒅𝟐𝟏 is the initial delay time of machine 𝑴𝟐𝟏 before the first job arrives after 
beginning of processing at stage 1. 

 𝑿𝟐𝟏 is a {1,0} variable, 1 if job 𝒋𝒋 is allocated to machine 𝑴𝟐𝟏 and 0 otherwise. 

 𝒅𝟐𝟏(𝒋−𝟏) is machine 𝑴𝟐𝟏 downtime between job 𝒋𝒋 and its predecessor on the same 

machine. 

The equation (1) holds for all the other machines and can be generalised to: 
𝑪𝒎𝒂𝒙

𝟐𝟏 = 𝒅𝟐𝒊 +  ∑ (𝒅𝟏𝒋 ∗  𝑿𝟐𝟏𝒋 + 𝒅𝟐𝒊(𝒋−𝟏)}𝒏
𝒋=𝟏                                                                      (2) 

Where 𝑖 = 1,2,3 𝑜𝑟 4.  

The objective of the algorithm is, thus, to sequence the jobs such that the maximum 

𝑪𝒎𝒂𝒙
𝟐𝟏  is minimized. Therefore, the objective function of the problem is: 

𝑴𝒊𝒏𝒊𝒎𝒊𝒛𝒆 {
𝑚𝑎𝑥

1 ≤ 𝑖 ≤ 4
 (𝑪𝒎𝒂𝒙

𝟐𝟏 )}                                                                                                  (3)  

Subject to the following first stage assignment constraint 

∑ 𝒙𝟏𝒋 = 𝟏𝟐
𝒊=𝟏                                                                                                                                     (4) 

And the following second stage assignment constraint 

∑ 𝒙𝟐𝒊𝒋 = 𝟏𝟒
𝒊=𝟏                                                                                                                                    (5)                                                                                      

And the single route per job constraint 

∑ 𝒙𝟏𝒊𝒋 ∗  ∑ 𝒙𝟐𝒊𝒋 = 𝟏𝟒
𝒊=𝟏

𝟐
𝒊=𝟏   …………...…………...…………... .(j=1,2,.. n)                                  (6) 

A constraint restricting the starting time of job𝒋𝒋 on machine 𝑴𝟐𝒊 to be greater or equal 

to its release time from the 1st stage. 

𝒄𝟐𝟏 − 𝒃𝒊𝒋 = 𝒅𝟐𝒊 + 𝒃𝒊𝒋(𝑿𝟐𝒊𝒋 − 𝟏) + 𝒅𝟐𝒊(𝒋−𝟏) + ∑ (𝒃𝒊(𝒋−𝟏) ∗ 𝑿𝟐𝒊(𝒋−𝟏) + 𝒅𝟐𝒊(𝒋−𝟐) }𝒏−𝟏
𝒋=𝟏           (7) 

Finally, the second stage machine downtime limit constraint 

𝒅𝟐𝒊(𝒋−𝟏) ≤ 𝒂𝒊𝒋                                                                                                                                (8) 

The other assumption is that there are no other eligibility constraints like the width of 
conveyor belts. 
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2. Literature Review 

The HFS problem has attracted a lot of attention because of its complexity and 
practical relevance (Colak & Keskin, 2021). It is being used in manufacturing (Hasani 
& Hosseini, 2020; Hwang & Lin, 2018; Peng et al., 2018), healthcare management () 
(Chabouh et al., 2018; Zhou et al., 2016), transportation (Boroun et al., 2020; Yong & 
Huizhen, 2017), cloud computing (Li & Han, 2020) and agriculture (Guan et al., 2017). 
It is a combination of the Parallel Machine Shop (PMS) and the classic Flow Shop (FS) 
problems with at least one stage with parallel identical, uniform or unrelated machines 
(Chen, 2023). The case at hand consists of similar parallel machines and is the least 
studied of the three.  

On complexity, (Gupta, 1988) showed that the two stage HFS is NP-hard even if the 
problem has two identical machines at the first stage and one at the second stage. If 
identical parallel machines are NP-hard, it leads to the cases of similar and unrelated 
parallel machines also being NP-hard. 

The most utilised objectives have been minimising makespan, minimising total 
tardiness or optimising total earliness (Colak & Keskin, 2021). This implies that 
effective resource and system utilisation and customer satisfaction are the most 
targeted. In this work, minimising makespan is the objective as it optimises the use of 
limited resources. Constraints have mainly been job or machine related (Colak & 
Keskin, 2021). Energy related constraints considered include variable speed levels, 
electricity/energy costs and turn on/off strategies in order to minimise energy 
consumption with the intention to increase more environmental friendly production 
(An et al., 2020; Li et al., 2023; Luo et al., 2019; Peng et al., 2021; Wu & Sun, 2018; 
Zheng & Wang, 2016). In this work, constraints are job/machine related. Optimising 
makespan, also optimises energy use per square metre of rubber covered conveyor 
belting since both the 1st stage and 2nd stage machines are heated with steam from a 
coal fired boiler (Thompson et al., 2015). 

Table 2.1: Showing Some Relevant Algorithms for Minimizing Makespan in HFS Systems. 
(Johnson, 1954) Step 1: Partition the jobs into two sets 𝑁1 = {𝑗 ∈ 𝑁: 𝑎𝑗 ≥ 𝑏𝑗}, 𝑁2 = {𝑗 ∈ 𝑁: 𝑎𝑗 < 𝑏𝑗} 
F2/P(m1=1,m2=1)/ 
𝐶𝑚𝑎x 

Step 2: The jobs from set 𝑁1 go first in increasing order of 𝑎𝑗. (SPT on M1). 

 Step 3: The jobs from set 𝑁2follow in decreasing order of 𝑏𝑗. (LPT on M2). 
List Scheduling Step 1: Arrange the jobs in some pre-specified list. 
 Step 2: Assign the first unscheduled job to the first available machine 
(Gupta, 1988) Step 1: Find a Johnson sequence L for jobs. 

F2/P(m1=2, m2=1)/ 
𝐶𝑚𝑎x 

Step 2: Modify L, if necessary, by bringing the job with minimum 𝑎𝑗 to the first 

sequence position. 
 Step 3: Fix the sequence L for jobs on M2 (second stage machine). 
 Step 4: For the first stage, assign the first unassigned job in the sequence L 

to the latest available machine so that no additional idle time is incurred on 
machine M2. (If it is not possible, then assign job to the machine such that 
minimum additional idle time is incurred on M2) 

(Sriskandarajah & 
Sethi, 1989) 

Step 1: Find a Johnson sequence L for the jobs.  
Step 2: Apply List Scheduling at the 1st stage machines (1st stage times are equal) 

F2/P(m1=1,m2=1)/ 
𝐶𝑚𝑎𝑥 

Step 3: Apply the jobs to the 2nd stage machine in the order they finish at the 1st stage 

 Step 1: Find a Johnson sequence for 
𝑎𝑗

𝑚1

 
and 

𝑏𝑗

𝑚2

 
. 

(Buten & Shen, 1973) Step 2: Apply list scheduling to the 1st stage machine. 
F2/P(m1=1,m2=1)/ 
𝐶𝑚𝑎𝑥 

Step 3: Apply the jobs to the 2nd stage machine in the order in which they 
finish at the 1st stage. 
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Solution methodologies have been exact, heuristic or metaheuristic (Chen, 2023). 
The use of exact methodologies such as branch and bound has been limited because of 
the complexity of the HFS scheduling problem, and has been favoured when the scale 
of the problem is small or to provide an initial solution to a heuristic (Ruiz & Vázquez-
Rodríguez, 2010; Wang et al., 2015). For middle scale problems exact algorithms have 
large limitations and give way to approximate or heuristic solution methodologies 
which can lead to suboptimal solutions in limited time (Chen, 2023). Heuristics are 
thus limited to small and medium range problems or used in conjunction with 
metaheuristics. Metaheuristics have been applied in a majority of cases due to their 
effectiveness and performance in large scale problems, the most popular being genetic 
algorithms. Because of the size of the conveyor belt scheduling problem, exact or 
heuristic solution methodologies suffice. Bi-weekly scheduling of conveyor jobs keeps 
the number of jobs for scheduling small, thus keeping the problem within the 
capability of heuristics (Alqahtani et al., 2019). 

Some relevant two-stage flow shop heuristic algorithms for minimising makespan 
found in literature are worth noting and are listed in Table 2.1. 

Analysis of the above heuristics shows that their key characteristics can be grouped 
as follows: 

1. What is used to construct the Johnson sequence (minimums, maximums or 
averages). 

2. The final sequence type  (Gupta, 1988; Johnson, 1954). 
3. The 2nd stage job allocation method (Buten & Shen, 1973; Gupta, 1988) 

Twelve different types of heuristics can therefore be developed and tested for the 
general two-stage HFS scheduling problem at hand from the four heuristics in Table 
2.1 as shown in Table 2.3. The best heuristic algorithm for the problem at hand can, 
thus, be selected and developed from these variants. 

Table 2.3: The Twelve Types of Heuristic That Can Be Developed. 
# Johnson Construction Using Final Sequence Type 2nd Stage Job Allocation 
1 Minimums Johnson Buten & Shen 
2 Minimums Gupta Buten & Shen 
3 Minimums Johnson Gupta 
4 Minimums Gupta Gupta 
5 Maximums Johnson Buten & Shen 
6 Maximums Gupta Buten & Shen 
7 Maximums Johnson Gupta 
8 Maximums Gupta Gupta 
9 Averages Johnson Buten & Shen 

10 Averages Gupta Buten & Shen 
11 Averages Johnson Gupta 
12 Averages Gupta Gupta 

3. Research Methodology 

3.1 The Experimental Dataset 

Processing times of seven conveyor belt job orders in the system, of the 
manufacturing entity, were estimated for all the machines in both the calendaring 
stage (stage 1) and vulcanization stage (stage 2) as shown in Table 3.1. 
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Table 3.1: Seven Jobs and Their Processing Times at Each Stage Machine. 
 Stage 1 Machines  Stage 2 Machines  

 M11 M12 M21 M22 M23 M24 

J1 5 8 30 45 45 62 
J2 7 12 34 51 51 70 
J3 5 9 29 47 47 65 
J4 8 13 35 53 53 72 
J5 10 16 39 59 59 81 
J6 4 6 24 35 35 48 
J7 7 11 33 49 49 66 

Mij stands for a machine j in stage i, i.e. M12 is machine 2 in stage 1. J1 stands for job 
number 1 in the set of jobs to be scheduled. It can therefore be deduced that the 
processing time of J1 on machine M11 is 5 hours, 8 hrs on machine M12, 30 hours on 
machine M21, 45 hours on machine M22, 45 hours on machine M23 and 62 hours on 
machine M24. The basic principle is to minimize ∑ ∑ 𝒂𝒋𝒊 + ∑ ∑ 𝒃𝒋𝒊 at every allocation of 
a job to a machine. 

3.2 The Experimental Design 

The twelve heuristics of Table 2.3 collapse into the four heuristics of Table 3.2 below. 
Jobs in Table 3.1 were scheduled using the heuristics in Table 3.2 to estimate their 
makespans. 

Table 3.2: The Four Heuristics That Were First Tested. 
Heuristic Description 

 
 
SPT-LS1-LS2(SPT) 

i) Sort jobs according to machine M11 shortest processing time first (SPT). 

ii) List schedule jobs to 1st stage machines (LS1), minimizing cumulative processing times. 
iii) List schedule jobs to 2nd stage machines starting from the fastest processing time 

machine (LS2(SPT)). 
 
 

SPT-LS1-LS2(LPT) 

i) Sort jobs according to machine M11 shortest processing time first (SPT). 

ii) List schedule jobs to 1st stage machines (LS1), minimizing cumulative processing times. 
iii) Allocate jobs to 2nd stage machines starting from the slowest processing time machine 

(LS2(LPT)). 
 
 

LPT-LS1-LS2(SPT) 

i) Sort jobs according to machine M11 longest processing time first (LPT). 

ii) List schedule jobs to 1st stage machines (LS1), minimizing cumulative processing times. 
iii) List schedule jobs to 2nd stage machines starting from the fastest processing time 

machine (LS2(SPT)). 
 
 

LPT-LS1-LS2(LPT) 

i) Sort jobs according to machine M11 longest processing time first (LPT). 

ii) List schedule jobs to 1st stage machines (LS1), minimizing cumulative processing times. 
iii) List schedule jobs to 2nd stage machines starting from the slowest processing time 

machine (LS2(LPT)). 

 
Figure 2: Showing the flow diagram of the heuristic SPT-LS1-LS2(SPT) shown in Table 3.2s 

START 

SPT Table 3.1 

 
END 

List schedule jobs to 2nd stage machines (LS2) starting from the fastest processing 
machine (SPT) 

 

 

 
 

List schedule jobs to 1st stage machines (LS1) ensuring zero downtime and 
minimizing ∑ 𝒂𝒋𝒊 
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(a) The first schedule runs of all the seven jobs by the four heuristics is shown in 
Figure 3 below. 
  SPT         LS1   LS2(SPT)    

  M11 M12  M21 M22 M23 M24   M11 M12  M21 M22 M23 M24  

 J6 4 6  24 35 35 48  J6 4   28     

 J1 5 8  30 45 45 62  J1  8   53    

 J3 5 9  29 47 47 65  J3 9     56   

 J2 7 12  34 51 51 70  J2 16      86  

 J7 7 11  33 49 49 66  J7  19    105   

 J4 8 13  35 53 53 72  J4 24    106    

 J5 10 16  39 59 59 81  J5 34   73     

                   

  SPT         LS1   LS2(LPT)    

  M11 M12  M21 M22 M23 M24   M11 M12  M21 M22 M23 M24  

 J6 4 6  24 35 35 48  J6 4      52  

 J1 5 8  30 45 45 62  J1  8    53   

 J3 5 9  29 47 47 65  J3 9    56    

 J2 7 12  34 51 51 70  J2 16   50     

 J7 7 11  33 49 49 66  J7  19   105    

 J4 8 13  35 53 53 72  J4 24     106   

 J5 10 16  39 59 59 81  J5 34   89     

                   

  LPT         LS1   LS2(SPT)    

  M11 M12  M21 M22 M23 M24   M11 M12  M21 M22 M23 M24  

 J5 10 16  39 59 59 81  J5 10   49     

 J4 8 13  35 53 53 72  J4  13   66    

 J2 7 12  34 51 51 70  J2 17     68   

 J7 7 11  33 49 49 66  J7  24     90  

 J3 5 9  29 47 47 65  J3 22   78     

 J1 5 8  30 45 45 62  J1 27    111    

 J6 4 6  24 35 35 48  J6  30    103   

                   

  LPT         LS1   LS2(LPT)    

  M11 M12  M21 M22 M23 M24   M11 M12  M21 M22 M23 M24  

 J5 10 16  39 59 59 81  J5 10      91  

 J4 8 13  35 53 53 72  J4  13    66   

 J2 7 12  34 51 51 70  J2 17    68    

 J7 7 11  33 49 49 66  J7  24  57     

 J3 5 9  29 47 47 65  J3 22   86     

 J1 5 8  30 45 45 62  J1 27     111   

 J6 4 6  24 35 35 48  J6  30   103    

                   

Figure 3: Results of the First Heuristic Runs on Excel Showing The Steps of Each 
Heuristic and Resultant Schedule. 

Two tables are shown in a row for each heuristic algorithm in Figure 3. The first 
table of each run shows the ordering by shortest processing time (SPT) or longest 
processing time (LPT) of Table 3.1 depending on the heuristic algorithm used. The 
second table shows the list scheduling of the jobs to the machines, both for the 1st and 
2nd stages. The machine allocation to a job by a heuristic is shown by the red processing 
time in the column of the machine and the second table shows the subsequent job 
completion times. The red-boxed 2nd-stage highest time is the heuristic’s makes pan 
{𝑚𝑎𝑥(𝑪𝒎𝒂𝒙

𝟐𝟏 )}. Recalling equation (3) 

𝑪𝒎𝒂𝒙
𝟐𝟏 = 𝒅𝟐𝒊 + ∑ {𝒃𝒊𝒋 ∗ 𝑿𝟐𝒊𝒋 + 𝒅𝟐𝒊(𝒋−𝟏) } =𝒏

𝒋=𝟏 𝒅𝟐𝒊 + 𝒃𝟏𝟔 ∗ 𝑿𝟐𝟏(𝟔) + 𝒃𝟏𝟒 ∗ 𝑿𝟐𝟏(𝟒) + 𝒅𝟐𝟏(𝟒)           

For M21, which first processes J6 then J4: 
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The time machine M21 spends waiting for job J4: 𝒅𝟐𝟏(𝟔) = 𝟒 
For job J6: 𝒃𝟏𝟔 ∗ 𝑿𝟐𝟏(𝟔) = (𝟐𝟒 ∗ 𝟏) = 𝟐𝟒 
For job J4: 𝒃𝟏𝟒 ∗ 𝑿𝟐𝟏(𝟒) = (𝟑𝟗 ∗ 𝟏) = 𝟑𝟗 
The time machine M21 spends waiting for job J4 after completing job J6: 𝒅𝟐𝟏(𝟒) = [𝟑𝟒 − 
𝟐𝟖] = 𝟔, 
Hence 

𝑪𝒎𝒂𝒙
𝟐𝟏 = =  𝟒 +  𝟐𝟒 +  𝟔 +  𝟑𝟗 =  𝟕𝟑  

For the first schedule run SPT-LS1-LS2(SPT) of the seven jobs 

Table 3.3: Showing The Heuristic Algorithm Components Of 𝑪𝒎𝒂𝒙
𝟐𝟏 = For 𝑴𝟐𝒊 

M2i 𝒅𝟐𝒊(𝒋−𝟏) 𝒃𝟏(𝒋−𝟏) ∗ 𝑿𝟐𝟏(𝒋−𝟏) 𝒃𝟏𝒋 ∗ 𝑿𝟐𝟏(𝒋) 𝒅𝟐𝟏(𝒋) 𝑪𝒎𝒂𝒙
𝟐𝟏  

M21 4 24 39 6 73 

M22 8 45 53 0 106 

M23 9 47 49 0 105 

M24 16 70 0 0 76 

Therefore, for   SPT-LS1-LS2(SPT),   𝑚𝑎𝑥( 𝑪𝒎𝒂𝒙
𝟐𝟏   )= 𝟏𝟎𝟔.   For   the   other   heuristic 

algorithms: 
SPT-LS1-LS2(SPT), 𝑚𝑎𝑥( 𝑪𝒎𝒂𝒙

𝟐𝟏   ) = 𝟏𝟎𝟔 
LPT-LS1-LS2(SPT), 𝑚𝑎𝑥( 𝑪𝒎𝒂𝒙

𝟐𝟏   ) = 𝟏11 
LPT-LS1-LS2(LPT), 𝑚𝑎𝑥( 𝑪𝒎𝒂𝒙

𝟐𝟏   ) = 𝟏11 

Therefore, 𝒎𝒊𝒏{𝑚𝑎𝑥( 𝑪𝒎𝒂𝒙
𝟐𝟏   ) = 𝟏𝟎𝟔 for the four heuristic algorithms. 

(b)   The second schedule runs involved dropping one job at a time from the seven 
jobs and determining the new heuristic algorithm makespans of the remaining six jobs 
by all the four heuristic algorithms, returning the dropped job and dropping the next 
one (a form of Jackknifing). This was meant to increase the number of scheduling 
experimental runs from one to eight so as to have a better understanding of the 
behaviour of the HFS system. 

(c)   After the first and second scheduling runs, the shortest processing time job 
and the longest processing time job were switched after ordering by shortest 
processing time (SPT) before scheduling runs for the eight sets of jobs. This was done 
to investigate the effect of scheduling the shortest processing time job last after 
accounting for the longest processing time job by either the fastest or slowest time 
machine. 

(d)   Finally, the last scheduling runs involved arbitrarily selecting sets of four 
jobs each from the seven jobs and determining their makespans using all the four 
heuristic algorithms. This was to investigate the effect of moving from scheduling the 
number of jobs below or equal to the number of second stage machines. 

In all the runs a comparative measure of optimality is used which computes the 
percentage deviation of the optimal makespan from the makespan lower bound (LB) 
which in this case is the makespan of the second stage machine M24 which is 
determined by the SPT-LS1-LS2(SPT) heuristic for a given set of jobs for job sets 
greater than 4 and SPT-LS1-LS2(LPT) for job sets equal or less than 4. 

3.3 Summary of Experimental Design 

The summary of the empirical experimental design is presented in Table 3.4 below, 
which shows the three types of job datasets used, the two types of heuristics tested 
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and the performance measures used. It is important to note that the Jackknifed sets 
were more for the validation of the relative heuristic performance noted in the 
experiments involving the seven jobs in the order book. 

Table 3.4: Showing The Summary of The Empirical Experimental Design. 

# Size of Sets of Jobs Scheduled 
Four Popular Heuristics in 

Literature 
The Same Four Heuristics with 

Switching 
 
1 

 
7 jobs in order book 

Performance Measure 
- Makespan 
- % deviation from LB 

Performance Measure 
- Makespan 
- % deviation from LB 

 
2 

 
7 sets of 6 jobs each Jackknifed 
from the 7 jobs 

Validation of Performance 
Performance Measure 
- Makespan 
- % deviation from LB 

Validation of Performance 
Performance Measure 
- Makespan 
- % deviation from LB 

 
3 

8 sets of 4 jobs each randomly 
selected from the 7 

Performance Measure 
- Makespan 
- % deviation from LB 

Performance Measure 
- Makespan 
- % deviation from LB 

4. Results 

The results from the empirical experiments in Section 3 are provided in this 
Section. The results for scheduling the full set of 7 jobs are provided together with 
those for the Jackknifed sets. The results for heuristics with switching are in a different 
table to highlight the impact of switching. The results of investigating scheduling of the 
number of jobs equal to or less than the number of second stage machines are also 
presented in a separate table. 

4.1 Results of Scheduling Tests Runs (a) and (b) 

Table 4.1: Makespans and % deviations from LB of both the full and the jackknifed sets 
of orders 

M24 Makespan (Lower 

Bound) 

SPT-LS1- 

LS2(SPT) 

SPT-LS1- 

LS2(LPT) 

LPT-LS1- 

LS2(SPT) 

LPT-LS1- 

LS2(LPT) 

{(M- 

LB)/LB} % 

FULL 90 106 106 111 111 18% 

J-1 91 109 109 101 101 11% 

J-2 85 106 106 101 101 19% 

J-3 85 106 106 101 101 19% 

J-4 85 104 104 98 98 15% 

J-5 82 102 102 98 98 20% 

J-6 86 109 109 111 111 27% 

J-7 90 106 106 101 101 12% 

AVERAGE  106 106 102.75 102.75  

NB: J-i indicates the full list of jobs minus job number i. The last column indicates 
the deviation from the makespan lower bound (LB) shown in the 2nd column of the 
optimum makespan M shaded in yellow. 

The results show the following: 

 There is agreement in the makespan results between the two shortest processing 
time (SPT) heuristics despite the difference in list scheduling methods (SPT 
against LPT) to the 2nd stage machines. 

 Similarly, the two longest processing time (LPT) heuristic algorithm agree on the 
optimal makespans despite the difference in list scheduling methods (SPT against 
LPT) to the 2nd stage machines. 
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 Comparing the SPT heuristics against the LPT heuristics, out of the eight schedule 
runs, the LPT heuristics have better makespans 75% of the times. 

4.2 Results of Switching the Shortest Processing Time Job with The Longest 
Processing Time Job (See Annexure) 

Table 4.2: Makespan Results of Switching Shortest Job and Longest Job After SPT. 
 M24 SPT-LS1-LS2(SPT) SPT-S-LS1-LS2(SPT) SPT-LS1-LS2(LPT) SPT-S-LS1-LS2(LPT) {(M-LB)/LB} % 
FULL 90 106 102 106 102 14% 

J-1 91 109 91 109 91 0% 
J-2 85 106 88 106 91 3% 
J-3 85 106 88 106 91 3% 
J-4 85 104 88 104 91 3% 
J-5 82 102 90 102 88 7% 
J-6 86 109 101 109 101 17% 
J-7 90 106 90 106 91 0% 

AVE.  106 92.25 106 93.25  

Note: The added S in SPT-S-LS1-LS2(SPT) and SPT-S-LS1-LS2(LPT) is for switching 
the first and last job after SPT. In the formula {(M-LB)/LB} %, M is for the makespan 
and LB is the Lower Bound which is the M24 makespan for the SPT-S-LS1-LS2(SPT) 
heuristic. 

Table 4.2 shows that switching the longest and the shortest processing time jobs 
after arranging the jobs according to shortest processing time first (SPT) before list 
scheduling jobs to the HFS system improves the makespan significantly. Note the 
significant drop in the % deviations from the lower bound between Tables 4.1 and 4.2. 
The LPT heuristic algorithms could not be improved by switching since the longest 
processing time job will already be at the start and the shortest at the end. 

4.3 Results of Scheduling of Four Jobs at A Time for The Different Heuristics 

Table 4.3: Makespans for 8 sets of 4 jobs. 
SPT-LS1-LS2(SPT) SPT-LS1-LS2(LPT) LPT-LS1-LS2(SPT) LPT-LS1-LS2(LPT) {(M-LB)/LB} % 

JOBS      

J2,J1,J3,J6 86 56 62 77 8% 

J5,J1,J3,J7 82 56 62 73 8% 

J1,J3,J2,J7 85 67 82 77 0% 

J6,J3,J2,J7 82 63 64 77 21% 

J6,J1,J2,J7 81 62 64 77 21% 

J6,J1,J3,J2 86 56 62 77 8% 

J6,J1,J3,J2 86 56 64 77 8% 

J6,J1,J3,J7 82 56 62 73 8% 

NOTE: LB is M24 of SPT-LS1-LS2(LPT) and M is for makespan in the formula [(M-LB)/LB} %. 

The best makespans for each schedule of jobs are shown shaded in yellow. It is 
observed that when only four jobs (equal to the number of second stage machines) are 
considered at a time, the SPT-LS1-LS2(LPT) performs better than all the other three 
heuristics. 

5. Discussion of Results 

The results are analysed in three stages: (i) when the number of orders for 
scheduling is equal to or less than the number of 2nd stage machines, (ii) when the 
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number of orders is above the number of 2nd stage machines but equal to or less than 
eight, then (iii) performance according to % deviation from lower bound. The final 
discussion is whether a best single heuristic or an ensemble of heuristics should be 
recommended for use. 

5.1 Conveyor Belt Orders Are 4 Or less. 

SPT-LS1-LS2(LPT), see Table 4.3 above, gives the best makespan results, when the 
number of orders for scheduling is 4 or less. Four is the number of the 2nd stage 
machines. 

Table 5.1: The SPT-LS1-LS2(LPT) Heuristic Algorithm. 
 

SPT-LS1-LS2(LPT) 
i) Sort jobs, using machine M11 times, in increasing order of processing time (SPT). 
ii) List schedule jobs to 1st stage machines, minimizing cumulative processing times. 
iii) List schedule jobs to 2nd stage machines starting from the slowest machine (LPT). 

When the shortest job is allocated first to the slowest machine, the longest 
processing time job is reserved for the fastest machine. This gives the SPT-LS-LS(LPT) 
heuristic the effect of averaging 2nd stage machine makespans, thus achieving the best 
performance in comparison to the other three heuristics, when the number of jobs is 
equal to or below the number of 2nd stage machines. 

5.2 Conveyor Belt Orders Are Above 4 But Below 8 

Table 4.1 shows the makespan results when the number of jobs is higher than the 
number of 2nd stage machines. SPT heuristics agree on the optimum makespan, just 
as the LPT heuristics do. However, the LPT heuristics have better optimum makespans 
for 75% of the time than the SPT heuristics. There is, thus, a shift from SPT heuristics 
to dominantly LPT heuristics when the number of orders for scheduling are more than 
the number of 2nd stage machines.  

The addition of the step of switching the shortest processing time job with the 
longest processing time job after SPT, but before list scheduling of jobs to machines, 
improves the makespans from the SPT heuristics to values better than those of the LTP 
heuristics. In fact, the heuristic SPT-S-LS1-LS2(SPT) performs better most of the time 
compared to the rest. This suggests that switching is a necessary step and should be 
part of the final scheduling heuristic for this HFS problem. 

5.3   % Deviation from Lower Bound 

Table 5.2: Comparing Heuristic Performances. 
# Heuristic Best % Deviation Worst % Deviation 
1 LPT- LS1-LS2(SPT) {4<Jobs<8] 11% 27% 
2 SPT-LS1-LS2(LPT) {Jobs ≤ 4} 0% 21% 
3 SPT-S-LS1-LS2(SPT) {4<Jobs<8 0% 17% 

Table 5.2 shows the computed best and worst percentage deviations from the 
lower bound (LB) makespan for comparison of heuristic performances. The deviation 
from the LB of the makespans is computed using the formula {(M-LB)/LB} %, where 
M represents the makespan and LB the lower bound of the makespans for the heuristic 
under consideration.  

Heuristic #1, in red, is the best among the four popular heuristics in literature. 
Heuristic #2 has the best performance when the number of jobs is equal to or less than 
the number of 2nd stage machines. Heuristic #3 has the best performance of the two 
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heuristics improved by switching the shortest processing time job with the longest 
processing time job after ordering the jobs in increasing processing times (SPT). Table 
5.2 shows that heuristics #2 and #3 perform better than heuristic #1 when judged 
using the % deviation from the LB. Heuristics #1 and #3 use the same makespan LB, 
the makespan of the machine M24 when the SPT-LS1-LS2(SPT) heuristic is run. The 
LB used for the case of jobs less than or equal to the number of 2nd stage machines is 
the makespan of M24 for the heuristic SPT-LS1-LS2(LPT). 

5.4   Best Heuristic Selection 

Having observed the dynamics in Sections 5.1 and 5.2, the question of best heuristic 
becomes necessary. The objective of the work is to recommend a scheduling 
methodology which identifies an optimum makespan schedule for available belting 
orders. It has been observed that SPT-LS1-LS2(LPT) performs better than all the other 
three when the number of orders are equal to or less than the number of 2nd stage 
machines but this changes when the number of orders increase above the number of 
2nd stage machines. At any scheduling occasion, orders can be below or above the 
number of 2nd stage machines. It is, therefore, not prudent to recommend a single best 
heuristic among the ones considered. The ensembling theory permits the use of 
several heuristics to obtain a number of solutions which is then combined or fused to 
obtain the best answer. The best option was, therefore, to keep the two SPT heuristics, 
SPT-S-LS1-LS2(SPT) and SPT-S-LS1-LS2(LPT), plus SPT-LS1- LS2(LPT) so as not to 
lose any possible optimal makespans. 

6. Conclusion 

The proposed ensemble of heuristics has three SPT base heuristics shown in Table 
6.1. Any other competitive heuristic or metaheuristic can be added to the ensemble as 
long as the optimal makespan is the least of the heuristics and or metaheuristic 
makespans. 

Table 6.1: Three SPT Heuristics Make Up the Final Ensemble. 

 
SPT-LS1-LS2(LPT) 

i) Sort jobs in order of increasing processing times (SPT) using machine M11. 

ii) List schedule jobs to 1st stage machines, minimizing cumulative processing times. 

i) List schedule jobs to 2nd stage machines starting from the slowest machine (LPT). 

 
 
 
 

SPT-S-LS1-LS2(SPT) 

ii) Sort jobs in order of increasing processing times (SPT) using machine M11. 

iii) Switch the shortest processing time job with the longest processing time job. 

iv) List schedule jobs to 1st stage machines, minimizing cumulative processing times. 

v) List schedule jobs to 2nd stage machines starting from the shortest 

processing time machine (SPT) for the first four jobs. 

vi) Allocate all the remaining jobs to 2nd stage machines starting from the 

machine with the shortest makespan and eliminate the longest makespans. 

 
 
 
 

SPT-S-LS1-LS2(LPT) 

i) Sort jobs in order of decreasing processing times (SPT) using to machine M11. 

ii) Switch the shortest processing time job with the longest processing time job 

iii) List schedule jobs to 1st stage machines, minimizing cumulative processing times. 

iv) List schedule jobs to 2nd stage machines starting from the longest 

processing time machine (LPT) for the first four jobs. 

v) Allocate all the remaining jobs to 2nd stage machines starting from the 

machine with the shortest makespan and eliminate the longest makespans. 
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The ensemble of heuristics is run as shown in Figure 3. The objective is to come out 
with the optimum makespan, that is 𝑚𝑖𝑛𝑖𝑚𝑢𝑚{𝑚𝑎𝑥(𝐶𝑚𝑎𝑥

2𝑖  )}. 

 

Figure 4: Showing The Process Diagram of Running the Ensemble of Heuristics of Table 
6.1. 

7. Limitations 

The study looked at producing a scheduling heuristic of conveyor belt orders to use 
bi- weekly on Monday and Thursday. In the manufacturing entity considered, the 
number of belting orders for scheduling rarely go beyond twice the number of the 2nd 
stage machines. Scheduling only considers processable belting orders that have raw 
materials in stock. So, the study is limited to this environment. 

8. Areas of Further Research 

There is need to look for Metaheuristics for scheduling orders of more than eight 
jobs for the same HFS problem if ever they occur. 

There is also need to look for the best software for coding the ensemble of 
heuristics for faster accurate and efficient scheduling. 

 Supplementary Materials 

Annexure: Illustration of the effect of switching the shortest processing time job 
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with the longest processing time job before list scheduling. 
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