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Abstract: This study oimed to gppiy the megsurement of the impact of determinants af
the change monagement process [CMP) on the competitive performance [CP) of the
employees af the government sector in o practical emdironment by comparison
berween the emplovess” expectndion at the Government of Ras Al-Khalmah compared
br the expectation of emploress at Aiman Government Thus, the Emirate af Ajmon
within the UAE was sefected to apply the same scale of mensuring which has same
conditions of the work of the govermment sector and similor geographical ospects like
the Emirate of RAK, The resuits kave shown o significont impact of the rale of direct
determinants which were assurred by the current study in the influence of improving
Lhe competitiveness of the employees during bhe Implemeniotion fo any change
management process planned of the level of government sectors, There were five key
determinants respectively in terms of impact strength, and those determinants were
cregabion  and  innovalion, (stitubional values, qealily ond  excellence spslams,
adinistrative and lagal ospects and fTnglly, the rofe of leadership,

Key words: Dertagrophic, goversiment sector, Competitive Performance, CMP.

1. Introduction

The determinants of change management have a significant role in developing the
compelitive performance of the manpower within the organizations Both of
management commitment and quantitative evaluation are considered important
factors to resist potential change to reinforce employees' performance (Kees et al,
2007]), There is a positive relationship between lesdership style, human resource
pracrices, and imvolvament in cultural trals of arganization in the achievement of
change management. Application of the change process may improve decision areas
such as benchmarking, executing best practices, adopting guality practices, and
human resource policies (Oon & Ahmad, 2004). The Association of Champe
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Management Professionals (ACMP) defines change management as the practice of
applying a structured approach to transition an organization from a current state to
a future state to achieve expected benefits. Change management is considered a
process used for managing the transition of the organizational culture of change to
the employees' side in any organization based on critical factors like the incentives
and motivation systems in order to guarantee that each change within the
organization produces the planned outcomes (Shah, 2016).

Generally, the report of Global Competitiveness in 2018 has ranked the
governments according to 12 pillars that were weighted equally. These pillars
including the following: institutions, infrastructure, information, and communication
technology (ICT) adoption, macroeconomic stability, health, skills, product market,
labor market, financial system, market size, business dynamism, and innovation
capability. Although the vital impact of the change process on the competitive
performance inside the institutions has targeted by some literature, its competitive
environment facing new challenges unfolds over time and requires more to examine
(Finger et al., 2014). Concerning the concept of competitiveness is defined as the
ability to provide any organization more effectively and efficiently than the relevant
counterparts or competitors in the same field and at the industry level. The
competitiveness was defined as the ability of the organizations to achieve sustained
success compared to its competitors (Enright et al, 1996). The competitive
performance means the best performance that an organization pursues in order to
be more productive than its rivals or competitors. In order to earn and maintain its
leading advantage among other organizations, it must be able to remark a higher
comparative or differential value than its counterparts in the same field of the
comparison at the national or international level. The concept of competitiveness is a
distinctive position of the organization where its competition will be at its greatest
possible level compared to the other organizations (Schwab, 2017).

It was noted a seldom found of academic endeavors that be related to any paper
or research clearly can shed the light on examining the possible drivers of change
management affecting the performance of the government sector in the Arabic
countries and UAE specially. It also did not address which one of these drivers has
the most impact on the performance of government sector employees. Yet, it is noted
that the link between direct and indirect drivers of change management doesn't
sufficiently examine to determine it affecting the perceptions and convictions of the
employees inside this sector, so the impact of these drivers was assessed from the
perspective of the employees as they are considered the focus of any meaningful
change of institutional development. Thus, this study pursued seriously to create
more meaningful value to decision makers and programs planners regarding the role
of these determinates of change management in the government sector in order to
reinforce the possibilities and enablers for optimizing the competitive performance
of the employees in an optimal manner.

The employees are considered as one of the stakeholder's categories inside each
organization that they have needs and contribute to the effectiveness and the
efficiency of the organization's performance to be more valuable at the highest level
of the competitiveness desired by the decision-makers. Indeed, any organization
needs a new level of competitive performance, and thus it will require a change
process within the workplace to improve the performance of employees until they
reach the desired competitive performance that led to increased competition and
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demands on institutions to continuously, in particular, this insight is still suffering
from lack of interest in the MENA region in both of private and public sectors alike.
Consequently, this paper aimed at applying the measurement of the impact of
determinants of the change management process (CMP) on the competitive
performance (CP) of the employees at the government sector in a practical
environment by comparison between the employees’ expectation at the Government
of Ras Al-Khaimah compared to the expectation of employees at Ajman Government.
Thus, the Emirate of Ajman within the UAE was selected to apply the same scale of
measuring which has same conditions of the work of the government sector and
similar geographical aspects like the Emirate of RAK.

The main objective of this study to reach a confirmation or disprove about the
most decisive determinants targeted in the statistical analysis of this study. And the
extent of the effectiveness the experimental group of the employees at the
government sector of the Ras Al Khaimah.

Briefly, this study will consist of eight sections in terms of Section 1 explains
introduction about the importance of examining the change management
determinants within the organizations to increase the competitive performance of
the employees, then section 2 presents an overview about the case study groups
including the key characteristics and features, then section 3 will touch a base
regarding some literature review shed the light on the importance of addressing this
topic by the current study, while section 4 has focused on showing how using case
study for practical implication at the government sector to realize the target
determinants of change management affecting on the competitive performance of
employees, then section 5 shares the main results and findings which has reached by
this comparative study based on both control and experimental groups, then section
6 provides in-depth managerial implications regarding this study, then section 7
discovers the most important conclusions and limitations facing the researcher, then
finally section 8 discloses the figures and tables are relevance to main results.

2. Case study groups overview

This study will pursue to test if there are close results about the perspectives of
the employees at the government sector about the impact of direct determinants of
the CMP on their performance for both of the control group, which representing the
Ajman Government employees of and the experimental group, which representing
the RAK Government employees.

The future scope of using the finding and conclusions of this study about the
potential key beneficiaries could be summarized by listing the prospective recipients
for the research, as follows:

- Decision-makers at the government sectors in the UAE and Arab countries

- Institutional Excellence programs adopted by the governments

- Government sector employees

- Professional development programs within government entities.

- Private sector institutions have productive partnerships.

- Civil society organizations for competitiveness and global leadership.

- International organizations interested in human, sustainable development.

- Committees of innovation and creativity.

3
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- Community, partners, and clients for the government sector.
- Experts and planners interested in the development of the public sector.
- Professional organizations accredited to international standards

3. Literature Review

The literature review does not ensure coherent recommendations for adopting
determinants or drivers regarding CM; obviously, the most specific area of CM in the
United Arab Emirates (UAE) that has an impact on the employees' performance has
not been studied yet. As well as, less specific literature was addressed by the CM in
Arab countries in general. Consequently, few articles and studies were discussed the
consequences and drivers of change management that may be effective to affect such
as the following: One of studies has been demonstrated that using both of the
management commitment and quantitative evaluation methods are important
factors to resist possible change by employees (Rees et al, 2007) A study
investigated the relationship between some factors in the change management
process such as leadership, human resource and organization's culture from one side
and the operational excellence of the organization from the other side (Fok-Yew &
Ahmad, 2014).

Another study has shown a challenge regarding the lack of research previous
studies about the change management inside the UAE and examining the
implications for government and business, and decision makers (Baddah, 2016).
There is another study that it has also referred that process re-engineering programs
in the business have an impact on corporate change strategy, and the organizational
change process has not received adequate attention inside many business
institutions (Sikdar, 2014). There is one of the studies that urges the role of CMP to
adopt the organizational strategy developed where this kind of strategy has
supported many organizations to become successful example as in the UAE, and
contribute in creating the positive impact on overall organizational performance as
well (Al-Khouri, 2012). On top of that, one study has revealed that change is a vital
issue in all types of organizations, and improving the performance of business is the
focus of change. It has emphasized on the need to examine the similarities and
differences among the determinants of CM (Bashir and Soomro, 2012). Leadership is
considered the main champion in causing change and the top of key determinants to
each organization, as the leader is willing to take the risk and establish an
environment conducive to the change in a competitive world. Leadership is an
important driver of the change that can take place and build the momentum required
to improve the performance of the employees (Ragaa, 2005). Leaders need to be
trained and educated to limit the resistance to change within the organizations
(Bateh et al,, 2013).

Effective work environment provides the basis for CMP that includes the
development of the knowledge sharing culture among the employees as well as the
development of their performance and skills that needed to enable effective
knowledge management for the ideal competitiveness (Damodaran and Olphert,
2000). The use of a continuous improvement system in the development of
institutions, the government organizations in particular, directly depends on
applying the Quality and Excellence Systems (QES) as one of the success factors to
support CM culture towards the planned outcomes (Trkman, 2010). The Innovation

4



The Demographic and institutional Determinants affecting Manpower’s development at the
government sector

and Creation (IC) can put a different climate of competitiveness among the
employees that could be contributed to enhance the performance (Al adwani, 2001).

Change is necessary for organizations that are seeking to raise low performance
by improving their Motivations and Incentives (MI) systems over all units and
employees. Thus, the organizations will be able to stay competitive and gain more
market share but are usually faced with obstacles and problems that apply these
systems unfairly or inequitable (Al Hawi, 2014). Teamwork have been widely
acknowledged as a critical success factor (CSF) in CMP for each organization adopted
the change for the development of institutional performance (Apostolou et al., 2011).
It has noted that CMP should be reactive through responding to the new changes by
reinforcing the Institutional Values (IV) imposed on the employees to accept and
support the culture of the organization. Thus, the officials should be proactive to deal
with all challenges including the resistance of employees in order to achieve the
target objectives (Sacheva, 2009). This era has new institutions adopted the change
processes through continuous trials to reinforce their internal operations, including
Administrative and Legal Aspects (ALA) that has a critical effect on the performance
of individuals or institutions for the competition according to industry criteria
(Stamatis, 2015).

One of the studies have shown that over 33% of employees have failed to meet
their stated objectives were considered poorly performing due insufficient resources
or not Availability of Resources to achieve the desired change appropriately (Sayers
and Al-Hajj, 2014). One of the studies has shown that Training and Organizational
Learning should be so important for ensuring the effectiveness of CMP within
modern enterprises, and to quantify the importance of this factor for the
improvement the performance of employees and for the institutional development as
well (Stamatis, 2015). Not only is CMP a popular culture within the institutional
performance methodology, but also it has not yet been properly theoretically or
practically grounded over the government institutions in developing countries
according to established standards and bases to support the institutional
development systems optimally (Trkman, 2010). As it has noted the effects of change
management on the performance of firms where there is a relationship between
management change and organizational effectiveness. Management of change
connects to people’s encounter and the organizational process, and it has been
referred that the change is inevitable and managers all over the world are adapting
to changing market conditions and at the same time facing the need for creating a
proactive rather than a reactive managerial system (Daniel, 2020).

In addition, another recent study has noted that leadership plays an important
role in accepting changes and challenges so that company can attain predetermined
goals or objectives in a more effective manner, especially in unpredicted global
pandemics situations. It has highlighted the importance of effective leadership and
people management in the transformation of an organization and the workforce as
the source of competitive advantages and as a contributor to achieving a high level of
performance and purposes even in the worst pandemic situations. this study has
concluded that leadership is an important resource of the business organization, in
the implementation of changes forces by the external environment. To meet the
aspirations of the organization, resilient leadership (Junnaid et al., 2011).
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4. Case study for practical implication

The case stidy was applied on the Finance Department as 8 one of the
pevernment entities in the Emirate of Ajman. The selection process to this entity was
based on a set of certain Factors in Favar of the application at this department im
Ajman. Firstly, it has the same nature of work and the conditions of regulations that
the entities are witnessing at the povernment seclor of RAK. This entity is a listed in
the government of Aiman, which the classification of all entities of Ajman are based
o that have effective partnership relationship with the RAK Government As well as
the research sample of emplovees was considered in order to match the criteria of
the randomly selection by the survey to ensure the effective comparizon between
both two groups of study whether experimental or control alike. Thereby, this
institution mieets all the basic and formal requirements requested by the current
study conditions. The statistical analysis based on the survey has been done without
the participation of this entity at the scope of this amalvsis Thus, the same
guestionnaira of survey was conducted only at Finance Department of Ajman to
determine if this selected entity is convenient for the case study. The survey aimed (o
apple on all level management at this entity where smployees were selected
randomly to invalve in this questionnaire. The random sample was 30 emplovees for
control group (Ajman Government employees) while the random sample was 100
employvees for experimental group (RAK Government emplovees) whose were
selected randomly to involve In this questionnaire during a specific time and a
certain period, which began from mid of November to the end of December 2020, As
this gquestionnaire was distributed and collected to covers the sample size roequired
for the purpose of statistically acceptable analysis so that it was net allowed to be
less than 30 units for the purpese of statistical analysis to both control and
experimental groups in separately, especially the normality distribution condition.
Table 1 shows the overview of all background characteristics of the target group [or
caze study employees invelved In evaluating of the decisive factors or determinants
affecting the performance of emplovees at the government sector.

Turbie 1. The bpckgrovnd charecleristics for the respondents " semple of case sCady
emplopees “Control group targeted te compare with the Experimental growp”

Hasic Vanables F:l'cq_.
&1
Males Z1 T
- Farmales L 3008
From 18- G T
o 3 1-15 21 205
Matiomallty
Naticnal i1 AT
Expatriata 15 B35
Education
Rachelar Lewel 17 570
Higher Soudies Level 13 4356
Mo, of Experience
From5-140 {'-Eﬁr“i 10 33
More than Ll vears 20 BT
Level of Expertise
T, .
onal Expertize 3 !
Maonthly Incorms
More than L3000 AED 18 il
From 1 SO:000-R00 ARD 1z 0%,
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The results of table T revealed the main festures of the control Hroup in the case
study that the percentage of male employees was the highest by 70%, while female
employees by 5. And the percentage of expatriate emplovees was the highest [$3%)
and nationals [:3?%:]. I El:-nnmL the  resulls l:r'ly' to refllect the r]r:rnuﬂrqphi:
characteristics of the survey zample in the case study targeted.

To acquire more confidence regarding sustdinability to the reliability of the
guesticnnaire tool used in the case study which is the samie used 0 the main survey.
The reliability of this tool was again calculated based on the size of the target group
in the survey of case study. The value of the reliability of questionnzire has
amounted for {0.985) using the a-Crontach method and the results of this analysis
can discover in the Appendix ne ¥ at the end of the current study. This value of this
coeffictent has asseried on the power of stability of this tool to measure what the
purposs of this stedy in which there was more reliable about the potential results
from this survey,

Lxpermintal Control

Figure 1. the total percentage to the impact of direct determinants of CMFP affecting the
coempetitive perfermance CF for both of contred ard experimento! groups

The figure 1 shows that there was not huge difference between the evaluations of
employess o the impact of direct determinants of CMP in both of twe groups
whether axperimental or control in which the delta of means derived by the
assessments of both groups at onby zero value clearly, There is only one way to
compare the averages of evaluations for both contrel and empidca groups on the
arpected impact of direct determinants of change managemeont process on the
competitive. performance of emplovees at the government sector by examining if
there & a :l:iEn'iﬁﬂanl‘.. dilference botween those avErages far each ome of dircet
determinants separately.

The figure 2 shows the evaluations about impact of the target direct determinants
ol CMP have large similarities in connection with the point of views Lo both of two
proups based on the percentages of impact for each factor separately, This could lead
te the conclusion the case study is typical direction o confirm on the results of main
sample or survey, Accordingly, the next fgure shows the comparison ol the
percentages of the evaluations of the employees for the Impact of the direct
determinants [10 drivers of CMP) on their expected performance.

¥
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Figure Z. the relative importaonce of direct determinants of CMP affecting the
competitive performance CF accarding to the comporison between contral and
experimentel groups

The figure 2 shows that the percentages of employess’ evaluations for the impact
of direct determinants of CMP reflect somewhat how the extent of congruence in
these evaluations between two samples whether experimental or control, From the
previous figure, these percentages have shown that the highest percentage for the
expected impact of direct determinants of CMP affecting the performance of
emplovees was for training, learning organizational, teamwork culture, and
leadership, respectively, in terms of the power of impact o improve the competitive
performance of employees within the government sector, acoording to the
perspectives to both of the contrel group represented for the case study and the
experimental group which I relevant to the main survey applicatien alike,

The table 2 shows the % of change rate i the means values of evaluations for the
impack of these direct determinants throvgh the evaluations of the experimental
group sample and then afer re-applicd process again based on the control sample
evaluations. Both samples have homogeneous evaluation of answers aboul the
Impact of these direct determinants in terms of there were three determinants had
highest ranked and two had lowest ranked are identic over the assessment scale, andd
there is no noticeable change rate in the averages of evaluations regarding the total
seore of the impact over the change from group to other.



The Remographic and institutional Determinants affecting Manpower's development ak the
BEvErn menl Seciar

Tahle 2 E'I;Jmpu.rf.:um the £|':|unﬁ|'e =] u:,l"ﬂ.\'F:rfmcqluf o fo Contra)l Err.lup i decisive

factars

[ g
5] s = = 2
= | = e E
: Eg £ 8 S
= - 0
8¢ B & %
g = J 2 £

=
Leadership £23 121 1% A
Work Environment 1148 116 2% A
Guatity and Excellence Systems 116 11.2 3% F Y
Creation and [niovathsn 108 il1 =30 ¥
Motivations and Incentives 115 0.7 T34 F
Teamwark Culture ) 131 3% ¥
Institutional Values 115 114 3% ¥
Administrative and Legal Aspecis 11.7 121 AL ¥
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In general, the resulls in above confirms the same concusion of the experimenial
group applied o the CMP including the direct determinants targeted by the main
survey, compared to the control group results to which this systenn was not applied.
Thus, this indicates at the same time to the importance of those determinants in
particular when adopling any change process aimed o developing of stafl
performance within the government sector of the United Arab Emirates, especially as
the scope of application of the survey tool was different in the application of the
centrol proup which is representative of the case study compared to the
experimental group, which represents the main scope of the current study, and both
groups approximately reached for close averages in the assessment scores according
te the use of the same tool in order o determine the Impact of those factors or
digterminants of change.

4.1 Case study cxplanation

One of the main motivations that led the researcher to re-examine the
determinants of the change management process based on the case study approach
is to check to which extent of the positive Impact of both direct and Indirect
determinants of change management in a new scope away from the main scope of
this study. As well as to eliminate the bias factor resulting from the interest of
implementation the change mapagement systems within the government of Ras Al
Khaimah, and te ensure the ability of those determinants of the study target to bring
about the desired change which aimed at developing the competitive performance of
government emplevees oplimally,
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Further, the application to case study will consider the potential influence of the
researcher caused to the initiative to select RAK as a practical field to test the
hypotheses of study compared to another location. As the same time, the case study
has to consider both of the time for implementation and reducing the volume of
complexity during the analysis derived that leads to efficient findings to be easy to
interpret in comparison with the main survey.

This section supports the basics of upcoming parts that contribute to study the
differences between the averages’ evaluation of case study group as a control group
to study the impact of planned factors or determinants which were considered at the
beginning of the study by determining how those averages differ statistically with
the averages’ evaluation of main sample of survey as an experimental group.

Besides the criteria for selection the organization to apply this survey as a case
study were determined without the researcher could influence the activities planned
to implement this approach. This initiative has a set of key points that make it useful
to select any organization for the implementation purpose to this tool as control
group involved in the case study effectively as follows:

- The minimum size acceptable of control group to study the impact of direct
determinants of change affecting a group of employees should be employees in only
one institution.

- The researcher should be able to apply this method using the tool of scale based
on his professional expertise in the research and development field as a project
manager to ensure the controlling and implementation of the required activities and
tasks in line with the measurement process planned.

- Consider the general direction and the flexibility of the organization selected for
the case study before the implementation to prevent any external impact impeding
the achievement of the goal of the application or effect on the employees participated
to accept a unified specific orientation.

- The need to increase the employees' awareness before the application of case
study approach about the importance and purpose of this survey and what are the
expected benefits at the short and long term for their performance alike.

- The researcher should thereby change his approach in light of the differences
resulting from any feedback of case study to identify and note the requirement
specifications to develop the hypotheses of the study in favor of the competitive
performance desired of the employees at the government sector.

- The organization during selection should pursue to save more support and
transparency for the researcher without any visible monetary return or any expected
resistance at the implementation of case study according to the target scope by the
survey.

- Develop the tool of measurement was generated by the objective of case study in
order to increase accuracy and calculability of timeline allowed to achieve along with
administrative conditions of the alternative location to apply the case study.

The organization selected as a case study have to adhere in the application of
transparency during the selection for staff involved in the survey in order to ensure
effective channels to adjust and prioritize tasks for the continuous improvement
purpose.
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To recognize the scope of the change management process towards developing
the competitiveness of employees based on the direct determinants at each
organization that has the ability to apply this system, there is a need to illustrate
listing of factors incurred through the implementation of this system within the
government sectors. Therefore, the organization targeted in the case study should
take over these factors that:

- Measure the impact for change management process needs the sufficient
allocation of required resources such as a lot of time/efforts/ staff.

- Ensure the direct determinants of CMP should be measured and quantified
according to the same tool used before in the main survey.

- Ensure that there is no any direction affecting on the answers of employees
regarding each question.

- Determine a specific time to distribute and collect the sample size required so
that it was not allowed to be less than units for the purpose of statistical analysis,
especially the normality distribution condition.

- Conduct the comparisons between both of the experimental and control group
that are suitable to test the statistically differences in appropriate manner to check
validity of the positive impact for the direct determinants of CMP.

4.2 Methodology of case study

The forthright objective from the use of case study survey was determining the
extent of effectivity of the direct determinants in the change management process as
decisive drivers affecting on the competitive performance on the employees at the
government sector in a different location far way about the main scope of the current
study. The survey of case study was done using the same questionnaire distributed
to the participants in the main survey.

As such, two surveys were used by this study, to examine and test the importance
of the direct determinants of CMP, the first survey at the beginning to apply on the
target employees as an experimental group, while the second survey at the late
phase of this study through the case study as a control group. Therefore, the
comparison was conducted between both of these groups to determine statistically
differences of the averages’ evaluation of the employees about the impact of the
direct determinants, thus the valued importance of these drivers could be
determined in affecting on the performance of employees.

On this way, throughout the effective implementation of case study based on the
comparison with the results of main survey at the same time, the officials and
planners at the government sector can notice the importance of the most important
determinants of change management process which will be able to develop the
performance of employees. Thus, this could enable them to generate more
appropriate plans, activities, and policies supporting the directions regarding these
factors optimally.

To ensure the effective participation of the target employees during the survey as
a case study, and to avoid ambiguities could be raised when filling out the
questionnaire used, the objective of this survey was provided to all employees
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randomly by e-mail to interact and to increase their awareness before the time
determined to conduct the survey in an adequate period of actual implementation.
All questions formulated in the first survey based on a 5-point Likert scale were the
same questions in the second questionnaire used for the case study without any
change in the formulation or measurement.

Thus, it was expected that this will generate significant differences in the
responses of the employees between the first and second round of using the same
survey twice in two different geographic areas so that government sector entities
were targeted. So, there is no any difference of scales that could break inconsistency
of the measurement tool used, in addition to the content of the questionnaire for
both groups are completely similar while the size of both samples was differ according
to the type of each group. The survey of this case study was conducted by a research
fellow to avoid the factor of biased and affecting the employees participated or their
directions as well. Whereas the researcher was just a supervisor on the data
collection process in order to ensure the right procedures in place to facilitate the
data entry phase. Then SPSS Program was used to code and analyze the data
collected by the sample of case study and then was combined with the data of main
survey considering the unique code which was allocated to each sample for the
purpose of statistical methods that will be used.

4.3 Data analysis of a case study

The data analysis in this phase has focused on the processing of data derived from
the employees electronically in line with the nature of statistical tests targeted to be
applied to test the differences statistically between the two groups whether
experimental and control in connection with the impact of direct determinants of
CMP. As a result, all questions were coded to analyze the data which were ranged
from negative evaluation of the impact of factor (= 1 or "strongly disagree") to totally
important impact of factor (= 5 or "strongly agree"). All analyses were related to the
calculation of the frequencies of responses and the averages of values to each factor
or determinant targeted by the scale.

T-test for independent samples was used to examine the significant differences
between the two groups which were drawn from two different populations or
locations, and this will be by determining the differences in the averages of
employees' evaluations in both groups with regard to each direct determinant.

Furthermore, multiple regression analysis was used only according to the survey
data of the case study in order to identify the most important determinants within
the change management process affecting on improving the performance of
employees. Then the results derived from this analysis should be compared with the
results of the main survey which are subject to the researcher's experience, to
strongly emphasize on the role of those determinants derived from Regression
analysis based on the same results of both groups, and the importance of targeting
them urgently in any system of change management at the level of government
institutions to serve decision-making within this sector specifically.
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5. Results and Findings

In this part, the study pursues seriously to compare the impact of direct
determinants on the experimental group that could be exposed to the interest by the
change management culture with another group that did not receive this interest to
prove definitely the importance of these determinants in influencing on the
competitive performance of employees within the government sector.

Hence, T-test of independent samples was precisely used to examine the
existence of statistically significant differences in determining the values of
arithmetic averages or not and that may reflect the positive impact of direct
determinants of change management process between both of control and
experimental groups. The result of this testing will be fruitful ideally in favor of the
decision- making at the government sector of RAK in particular.

So, the hypothesis testing of t-test of independent samples was formulated to
investigate the source of difference in the evaluation process by the target employees
either by case study or by main survey according to the kind of group, as follows:

There are no significant differences in the evaluation process for the impact of
direct determinant of CMP according to the type of group of employees (Control /
Experimental).

Consequently, two sub-hypotheses were derived from the main hypothesis
testing in- above for the data analysis purpose, and then were also formulated as
follows:

Null Hypothesis HO: (pl the mean of Control group = p2 the mean of
Experimental group)

Alternative Hypothesis Ha: (ul the mean of Control group = p2 the mean of
Experimental group)

The use of this test resulted in the data analysis outputs as in table3.

The results of Table 3 have shown that there was no any statistically significant
difference at a level less than 0.05 between the averages evaluations of two groups of
employees according to the type of group (control/ experimental) about measuring
the expected impact of each one of the direct determinants of the change
management process affecting the overall performance of employees at the
government sector. Further there was no statistically significant difference in the
total scores of scales as a whole between both of groups as well.

This result clearly indicates the convergence of the point of views between the
employees in both groups about the percentage of the impact of each one of the
direct determinants separately within any change process targeted on enhancing
their performance and leading them to the desired competitiveness over the level of
government organizations. At the same time, it has emphasized the importance of the
findings concluded of this study using the experimental group in the main survey.
This will greatly enhance the confidence in the results of this research by the
decision makers, officials, planners and those interested in issues of excellence and
institutional development and human resources development both within the
government sector in Ras Al Khaimah in particular or at the level of the United Arab
Emirates in general.
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Table 3. T-lest of independent samples tr examing relative diferences In fhe Impact
fevel o the direct determingnts of CMP on the compelitiveness performance according

o case study group
Determinants Case Study Group N Mean 5D Liest 5ig
. Cantre an 1zl 23 3
Leadership Experimental 100 122 22 259 0796
2 Controd 30 116 2.7
Work Environment Experimentsl 100 118 a3 -h451 0653
Quality and Excellence Control an 112 28
Svslems Experimental Loy 116 24 e Gael
z 3 Controd 30 111 28
Creation and Innovation Bicperimicatal 00 108 a5 0635 0527
& Fid 2 Contrel afl 10.7 2.0 -
Mobivations and Incentives Experimental 100 1i5 37 -1.512 0133
Cantrod a0 131 23
Teamwork Culture Hiperimeitl 0 127 18 1165 0246
e Cantrol a0 118 29
institutional Values Experimental 100 115 22 9% W3ls
Administrative and Legal Controd 3 121 28 !
Aspects Experimental 10D 11.7 .o 0BEZ 0379
Y Cantrol a0 1z20 3l 3
Availability of Resources Experimentsl 100 1.6 21 0900 0370
Training and Learning Cantrod a0 1320 25 1175 0242
Organizational Experimental 1y 125 21 & :
Total Score Contro a0 1188 244 0267 0790

Experimental 1on 1178 159

1™ Sigmwificand ud the bevel less than G003
- Sowroe: Cipads of SFPSS Program

For further in-depth analysis, the most impoerant determinants of change
manpfement will be dentified from the viewpoints of the sample of contral group
which represents the caze study, in which these determinants have a significant role
in predicting the level of improvement of the employess’ performance, 5o, this will
be dn:rb_-,r mrnp;lred with the resulis of the l::q!pul'irrll.r:m:l.! group irmeabeed in the meain
survey. Therefore, Multl Regression analysis was wsed by the "Stepwizsa” method o
determine which the most important determinants of the change management
process havie the hiEi'rcxl‘. !:ighiﬁr;ml rale in p-rudirlihg tha uxpé:l Fnrfnrm:hr_v ol the
povernment empleyvees for developlng the competitiveness level

Besides, this method will derive & multt regression model that includes a set of
independent variables which have the highest impact in predicting the value of the
dependent variable {overall performance level of the employees), while some
independent variables will be removed from this propesed model which have either
multicollinearity or less impact on the dependent variable targeted by this model. As
Lhiz findings of this analysis will show in Table 4.
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Tokle 4, The ﬂ'r::ﬂﬁ:l’cni_v q.lfrrlgm-ih;.ln mexdel I:qur.rj.l'q;.lrl I.r:n'rrH sielpw.'x imetiod l||"i.|r'
exaimining the lmpact of the most important determeinants in predicting the level of
competitiveness performance of the case study employees

Std,

Variables E : Beta T Sig
Error

The fit of proposed model B2 = 0,908, F = 781 051"
[Canstant) 13.501 140 - U6, 101 Lo
Institutional Values 1719 Tz A7 514 .aoa*
Adminlstrative and Legal Aspects 655 A 200 132134 g
Cresition and Innovatian 4371 037 A%5 1164638 g
Quality and Excellence Systams 29 38 337 TBO A
Leadership L1m Al A32 13,7590 Lo

{*) Significmet ad the level less than 005
= Sogree: Ouipats of BPES Program,

The results of multi-regression mathod in table 4 indicata that the value of K2
amounted for 98% and was statistically significant at a level less than 0.05. This
valie of B2 means that this proposed model has the ability to Interpret about 98% of
the total variance in the expected performance of employees and predict it very well
for the next years. Moreover, the results show the significantly of regression model
using the ANOVA variance test where the value of F 791951 is statistically significant
at a level less than (LO5, which indicates the significance of the proposed 1model of
regreszion to study the relationship of the explanatory variables and the response
variable in order (o predict the expect performance of emplovees. Thence, the
equation of multd regression model can be formulated as follows;

The expected parivrmance of employess:
13.501+(3.7 19 IV ]+({2.655"ALAY+ (4. 37 1*Clj+{2.93 0 QEE)+{1.L01*L5HF)

Regression analysis showed that there was a consensus among the employees in
beth control and experimental groups about enly fve key direct determinants
without the rest variables or determinants that have the ahility to influence and
predict the level of competitive performance of employees within the povernment
sector institutions. Those five key delerminants were creation and innovation,
institutional values, quality and excellence systems, administrative and legal aspects
and leadership respectively, in terms of thelr power of impact in predicting the valoe
of the dependent variahle,

Thizs conclusion will strongly confirm o the decision makers on the rofle that
these determinants in particular can play in any process of change at the level of
govermment institutions aimed at working o develop the performance of employoes
and their capacity building in order to push them to the competitiveness required 1o
be achieved al the level of the state. Especially in light of the UAE leads in advanced
ranks at the interpational lowel i the reports of Global competitivencss in all fclds,
chicfly the key indicators supporting the development of human capital,

. Managerial Implications

In a metshell, the main Andings of the case study can be summarized in the
foffowing key points:
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= There were no statistically significant differences n the averages of the
evaluaticns of employees about the Impact of direct determinants of the change
management process on thelr performance according to the type of group that was
belonged them, whether control group of the case study or experimental group of the

TN Sy,

= There was a very noticeable convergence of the perspectives of employess at
both of contral and experimental groups n identifying the most important direct
determinants of the change management process, which has the ability to predict the
valug of compelitive performance of government employees in lerms of both groups
have agreed on the importance of only five direct determinants in influencing and
predicting the expected performance of the government employees.

- There was a difference between the control and eperimental groups about the
expected impact of each one of the direct determinants targeted by the study that
should be Included fnoany desired chamge process, based on the calculations of
regression coefficiants in the two multi-regression models within the study, the first
merde! reflects the expectations of the experimental group or the main suriey while
thi second survey reflecting the expectations of emplovess in the control group or
case study,

There were slightly differences between control and experimental groups about
the employees” expectations with regard to the value of impact of each one of the
direct determinants within the change management process in predicting the
expected competitive performance of employees. As a result, the following table will
ghow the impact of those direct determinants in order IJ]:" ihe values of regression
analysis coefficients based on the data extracted to each group either a case study or

main survey.

Tarbie 5 Power of impact of the direct determinants of CMP for botk controf amd
eapheri el grodips i order by the velives of mwlti-regression aralvsis coeflicients

Thi The
Experimental Group i Contral Group ST
MofvaRiies Al IEcontives ity and Extelen ot Systems
Aslmistrative and Legad
(pusliey amd Eviillence Syt Aspctd
Traning and Learring
Organizatiozal Leadership
Aveilahilivy of Resmarges
Leadership

Insbanitknml Valioes
Creation and Iniwsation

Hourdes the Pennarciue

The table 5 shows the power of Influence in predicting the expected performance
of employees according to both case study approach and main survey. The
cipterminant of creation and innovation has the highest value of impad in predicting
by the dependent variable from the perspective of control group while the
administrative and legal aspects was the highest impact value from the perspective
of experimental group. Both of groups share in the same determinants which were
only five as koy drivers affecting the predicted improving in the performance of
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employees, but the experimental group has exceeded the control group in
monitoring the effect of 4 additional determinants has significant role on the
performance of the government sector employees.

7. Limitations and Conclusions

The case study has a certain set of limitations that could be affected to generalize
its applicability on at a wider level away from the primary objective behind its use
for the comparison purpose with the results of the basic survey. The sample size of
this case study should be greater than units or employee to considerate the condition
of normality distribution of the data as a key assumption to use specific statistical
tests without other that will be suitable for the analysis purpose and comparisons.
The researcher was aware of the minimum limit acceptable to collect data from
participants and randomly selection process should include all the employees at the
whole organization during the selection based on the records of employees at the
target entity of case study in order to represent a systematic random sample that be
appropriate to test the interventions and assumptions of this study. The case study
only dealt with the culture of change management process; then its role based on
some determinants whether demographic or institutional which only determined in
the literature review and how it aimed to bringing out the radical change in the
performance of employees towards the competitiveness desired. Thus, the findings
could be limited to examine these determinants on the competitive performance of
employees at the organizational structures within the government sector only.

Thus, monitoring the gap between experimental and control group shows which
one of these determinants will have high importance and more priority in developing
the performance of government employees. This in turn, it was limited to show a
distinct area of improvement within only the organizations of the government sector
regarding the optimal using of human resources management by the officials and
planners to achieve the global objectives planned. Concerning to the statistical
evaluation, the approach based on testing the impact of the same considered
determinants to both two groups either experimental group of the RAK Government
employees or control group of the Ajman Government employees.

Further to aforementioned previously, the factors affecting change management
culture needs many future studies to make a stronger case and help decrease the
failure rates of the organizations during managing change processes targeted. In
short, there is a significant impact of the role of direct determinants which were
assumed by the current study in the influence of improving the competitiveness of
the employees during the implementation to any change management process
planned at the level of government sector. This, in turn, reinforces the idea of
adopting specific standards of change management culture at the beginning of any
new project for human resources development within the government sector for
supporting the competitive performance continuously as well.
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Abstract: In the context of supply chain manogement, supplier selection con be defined
s the process by which organizations score and evalirate o range of alternabive
suppliers o choose the best possible one whe con provide superior quality of raw
materials ab cheaper rate omd (esser lead tinre. It s @ decision making process with
multiple trade-offs between variows conflicting criterig which in tumn helps the
avanizations identify the suitable suppiiers that would establish a robust supply chain
aasisting in mainrtainimg o competitive edge. The main ofjective of supplier selection iz
thus focused on reducing purchase risk maximizing everall value to the orgonization,
and developing closeress ond long-fterm redetionships between bthe suppliers and the
arganizobion In this paper, while selecting the most sullable supplier for gearboxes In
an Indian fron ond steel ndustry, ossesgments of three decision makers on the
performance of (Tve condidale suppliers with respect o five evalualion critena ore first
aggregeted vsing rough numbers, The definitive distances of those rough numbers are
then Ireqted as the inputs to g 29 full-factorial design plan with the corraspanding
multi-abiributivec border approximation ares comperisen [MABAC) =cores as the
oculpul veriobles, Finally, o design of experiments [Daf)-bosed melomoded 05
Jormufoted o interfink the compuied MABACD soores with the considered criteria, The
compeling suppliers are ronked based on this rough-MARAC-Dok-based melamodel,
wihich olse eosies ool the compitational slaps wihen aew suppliers ore included fn the
decision making process,
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Development of a Rough-MABAC-DoE-based Metamodel for Supplier Selection in an Iron and
Steel Industry

1. Introduction

In the light of present day COVID-19 pandemic situation, the importance of a
robust supply chain management system has been reasserted. The goals of a supply
chain have been newly oriented opting for a fair balance between the global and local
networks. This has made industries in diverse sectors to reconsider their existing
choices and identify the most reliable suppliers to keep their raw material supplies
uninterrupted without compromising on quality, specially under uncertain
environment. This problem has intensely been pronounced in the manufacturing
sector which needs to keep up with its production to meet the global requirements
irrespective of the prevailing situation (Vonderembse and Tracey, 1999). Iron and
steel industry is one such important manufacturing sector that needs regular
supplies of raw materials; therefore, a critical analysis is demanding while selecting
an appropriate set of suppliers. It involves a well informed and rigorous research
regarding the possible parameters based on which the candidate suppliers for a
particular item should be evaluated to single out the most appropriate supplier while
scraping out the unsuitable ones (Verma and Pullman, 1998). In this direction,
application of any of the existing multi-criteria decision making (MCDM) techniques
would be quite helpful as it has the ability to identify the most apposite supplier to
provide the right quantity of material with right quality at right time and right price
based on a set of conflicting evaluation criteria (Mukherjee, 2017).

The MCDM is the science which takes into account different criteria with varying
degrees of importance to search out the most suitable option/course of action. The
first step involves in development of the initial decision matrix exhibiting the relative
performance of each of the candidate alternatives with respect to the considered
criteria. In this step, there may be participation of a group of experts/decision
makers, each opining and assigning performance scores to the available alternatives
based on each criterion. In the second step, again based on the judgments of the
decision makers, relative weights are allocated to all the criteria depending on their
importance to the decision making problem under consideration. The final step
involves in ranking of the set of alternatives from the best to the worst. The
application potentiality of MCDM methodologies in solving complex manufacturing-
related decision making problems has attracted attention of the researchers leading
to the development of different innovative ranking techniques, like analytic
hierarchy process (AHP) (Saaty, 1988), technique fororder of preference
by similarity to ideal solution (TOPSIS) (Behzadian et al, 2012), grey relational
analysis (GRA) (Abdulshahed et al., 2017), multi-attributive border approximation
area comparison (MABAC) (Pamuc¢ar and Cirovi¢, 2015), measurement of
alternatives and ranking according to compromise solution (MARCOS) (Stevic¢ et al.,
2020; Mahmutagi¢ et al. 2021) etc. While all these methods have their unique
mathematical foundations, their implementation in a manufacturing industry largely
depends on the ease of implementation and ability to generate accurate ranking
results. The MABAC is one such methodology which can provide a detailed analysis
of the alternatives while partitioning them into upper, lower and border
approximation areas along with identification of their relative strengths and
weaknesses with respect to each of the criteria.

However, there is a major challenge associated with formulation of the decision
matrix due to uncertainty/vagueness involved in human judgment. Usually, the
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criteria set based on which the candidate alternatives are assessed consists of both
quantitative and qualitative attributes. For qualitative criteria, it becomes difficult for
the team of decision makers to assign exact deterministic values. In these cases,
performance scores of the alternatives with respect to the qualitative criteria are
assigned based on imprecise linguistic judgments which greatly vary from one
decision maker to the other. Although, it is remarkably important to account for this
vagueness while solving critical decision making problems, like supplier selection, it
cannot be denied that implementation of fuzzy MCDM techniques is more
mathematically complex, involving choice of appropriate fuzzy membership
functions affecting the final selection decision. In this direction, a lot of
methodologies have already been proposed to aggregate the subjective performance
scores of the alternatives. It has been noticed that application of rough numbers with
uncomplicated mathematical steps can effectively resolve the problem of dealing
with qualitative criteria in a decision making problem (Zhai et al., 2009). Rough
numbers have efficiently been integrated with other MCDM tools, like analytic
network process (ANP) and TOPSIS (Li et al, 2018), complex proportional
assessment (COPRAS) (Mati¢ et al.,, 2019), additive ratio assessment (ARAS) (Radovi¢
et al,, 2018), AHP and MABAC (Roy et al,, 2018; Pamucar et al., 2018a), best worst
method (BWM) and weighted aggregated sum product assessment (WASPAS) (Stevic¢
et al,, 2018; Stoji¢ et al., 2018), BWM and simple additive weighting (SAW) (Stevi¢ et
al, 2017), step-wise weight assessment ration analysis (SWARA) and WASPAS
(Sremac et al., 2018), AHP and TOPSIS (Shojaei and Bolvardizadeh, 2020) etc.

In most of the MCDM techniques, the corresponding ranking results are derived
based on pair-wise or relative comparisons between the candidate alternatives,
which make the decision making process more tedious and time consuming.
Whenever a new alternative enters into the decision making process or an existing
alternative leaves the process, the entire computational procedure needs to be
reinitiated from the scratch. In most of the practical situations, the set of alternatives
always keeps on changing. For example, in an iron and steel industry, it has often
been noticed that a new supplier may reach out, while an existing supplier may fall
off the list due to poor/failing standards. Learning from the recent times of
vulnerability and uncertainty, it is recommended to keep the list of participating
suppliers always dynamic.

In this paper, an MCDM methodology integrating rough numbers, MABAC method
and design of experiments (DoE) is proposed to account for the vagueness involved
in the group decision making process while providing detailed analysis of the
derived results at the same time. In an iron and steel industry, the relative
performance of five participating suppliers is appraised by three decision makers
with respect to five evaluation criteria based on a 1-9 scale. These subjective
judgments of the decision makers are then aggregated to form the initial decision
matrix using rough numbers. With five evaluation criteria, a 25 full-factorial
experimental design plan is formulated along with determination of the
corresponding MABAC score for each of the experimental trials. In this methodology,
different evaluation criteria and MABAC scores are respectively treated as the design
parameters and responses in the DoE to develop a metamodel. Based on this
metamodel, the composite score of any supplier can easily be calculated in a single
step, thus relieving the decision maker from complex and time-consuming
computational steps. In other MCDM techniques, the concerned decision maker
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needs to reinitiate the entire calculation steps when a new supplier enters into or
leaves out the existing list of candidate alternatives. But, in this developed
metamodel, the respective score along with the rank of a new supplier can easily be
estimated while putting the corresponding performance values into the model.
Similarly, the relative ranking of the suppliers can quickly be updated when an
existing supplier leaves the appraisal process. Simply, the computational burden
would be remarkably reduced using this metamodel in the supplier selection
process.

The rest of this paper is organized as follows. Section 2 reviews the recent
literature dealing with the application of different MCDM techniques in solving
diverse supplier selection problems. In Section 3, mathematical details of rough
numbers, MABAC method and DoE are presented. Section 4 deals with a case study
where the proposed rough-MABAC-DoE method is adopted for identifying the most
appropriate supplier in an Indian iron and steel industry. Conclusions are drawn in
Section 5 along with the future directions.

2. Literature review

The present literature is flooded with the applications of various mathematical
techniques, especially MCDM tools, for identification of the suitable suppliers to fulfill
the requirements of a diverse range of organizations. The supplier selection process
generally starts with listing the right set of criteria based on which the competing
suppliers are appraised. This criteria set obviously varies from one industry to the
other depending on the requirements and end products. The process terminates with
the application of a suitable methodology to single out the most appropriate supplier
for a given organization. Zimmer et al. (2016) conducted an exhaustive literature
survey to list down all the possible criteria that can be accounted for selection of
sustainable suppliers along with diverse methodologies implemented to rank them.

Luzon and El-Sayegh (2016) adopted Delphi method along with AHP to select
suppliers for oil and gas projects, while classifying the considered criteria into
techno-commercial and organizational aspects. Kumar et al. (2018) designed a
capital procurement decision making model by integrating fuzzy-Delphi and AHP-
decision making trial and evaluation laboratory (DEMATEL) methods for selecting
suppliers for a given organization. Yazdani et al. (2017) proposed an integrated
quality function deployment (QFD)-MCDM-based approach for green supplier
selection while considering several important evaluation criteria, like quality
adaptation, price, energy and natural resource consumption, and delivery speed.
While treating cost of products, quality of products, service provided, capability of
delivering on time, technology level, environmental management system and green
packaging as the evaluation criteria, Abdullah et al. (2018) applied preference
ranking organization method for enrichment of evaluations (PROMETHEE) for
solving a green supplier selection problem. Badi et al. (2018) proposed the
application of combinative distance-based assessment (CODAS) method for solving a
supplier selection problem for a steel making industry in Libya, which considering
quality, direct cost, lead time and logistics services as the main evaluation criteria. In
a group decision making environment, Badi and Ballem (2018) integrated rough-
BWM with multi-attribute ideal real comparative analysis (MAIRCA) to assess the
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performance of pharmaceutical suppliers based on cost, quality, supplier profile,
delivery and flexibility criteria. A study was conducted by Banaeian et al. (2018) to
evaluate and select green suppliers for an agri-food industry while combining fuzzy
set theory with VIKOR (VlseKriterijumska Optimizacija | Kompromisno Resenje),
GRA and TOPSIS methods, and considering service level, quality, price and
environmental management system as the evaluation criteria. Akcan and Giildes
(2019) applied several integrated MCDM methodologies, like AHP-TOPSIS, AHP-
SAW, AHP-GRA and AHP-elimination et choice translating reality (ELECTRE) to rank
suppliers based on logistics, cost, quality, flexibility and reliability criteria.

While accounting for the uncertainties involved in a group decision making
process, Chattopadhyay et al. (2020) proposed the application of D-MARCOS method
for solving a supplier selection problem in a steel industry with product quality,
delivery compliance, price, technical capability, production capability, financial
strength and electronic transaction capability as the evaluation criteria. In order to
deal with both weighting of the criteria and uncertainty in group decision making,
Javad et al. (2020) combined BWM with fuzzy TOPSIS to rank green suppliers in a
steel company considering collaborations, environmental investments and economic
benefits, resource availability, green competencies, environmental management
initiatives, research and design initiatives, green purchasing capabilities, regulatory
obligations, pressures and market demand as the major selection criteria. Stevic et al.
(2020) endeavored to prove the application potentiality of a new MCDM
methodology in the form of MARCOS to assess and rank sustainable suppliers in
healthcare sector with an exhaustive set of 21 criteria. Wang et al. (2020) first
employed fuzzy-AHP method to determine weights of reliability, responsiveness,
flexibility, cost and assets criteria, and later adopted PROMETHEE to rank the
competing suppliers in a textile industry.

It has been revealed from the above-cited literature that selection of suppliers for
varying organizations based on a set of conflicting evaluation criteria is really a
complicated problem to solve, especially in group decision making environment
involving a degree of uncertainty with respect to human judgments. To resolve this
issue, several hybridized models have already been proposed. However, most of
those models are computationally expensive which hinders their applications in real-
time manufacturing scenario. In all those models, with the addition of a new
alternative or deletion of an existing alternative from the set disrupts the entire
calculation process and it needs to be reinitiated from the scratch in each occasion.
Taking these drawbacks of the existing hybridized MCDM tools in solving supplier
selection problems, this paper proposes to develop a DoE-based metamodel in the
form of an regression equation while integrating rough numbers with the
advantageous features of MABAC method. The performance scores of the alternative
suppliers with respect to the evaluation criteria are aggregated using rough numbers
in a group decision making environment having three participating decision makers
and the competing suppliers are finally ranked from the best to the worst using the
computed MABAC scores. Based on the developed metamodel, the performance
score of a new supplier can easily be computed, thus relieving the concerned
decision maker from lengthy repetitive calculation steps. Keeping in mind the
requirements and importance of selection of suppliers, the applicability of this
integrated rough-MABAC-DoE method is demonstrated here to appraise and rank
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limits of j™ criterion with respect to i alternative respectively. The rough boundary
interval (RBnd) can now be expressed as the difference between the upper and lower
evaluation limits.

RBnd =Lim(C ) - Lim(C,) )

A large value of RBnd symbolizes more vagueness, while, a small value represents
more preciseness. It is often important to rank rough numbers to attain definitive
results. Zhai et al. (2008) proposed a methodology for ranking of rough numbers. Let
RN(A) and RN(B) be two rough numbers. If one rough boundary interval is not
strictly bounded by the other, there may be two possibilities:

a) If Lim(4) > Lim(B)and Lim(4) = Lim(B) or
Lin(A) = Lim(B) and Lim(A4) > Lim (B), then RN(A) > RN (B).
b) If Lim(A) = Lim(B) and Lim( Ay = Lim(B).then RN (4) = RN (B).

However, if they are strictly bounded, they can be ranked based on their median
values. Hence, the following three cases may be observed:

a) If A(A) > M(B), then RN(A) > RN(B)
b) If AL(A) < M(B), then RN(A) < RN(B)
c) If AM(A) = M(B). then RN(4) = RN(B)

where M(A) and M(B) are the median values of rough numbers RN(A) and RN(E)
respectively.

Let us assume RN(a) = [La, Us] and RN(f) = [Ls, Us] where L, and Lz are the lower
limits, and U. and Ug are the upper limits of the respective rough numbers. The
following arithmetic rules can then be applied for interval analysis:

RN+ RNp = [La+ Lp, Us + Up] ®
RNo % RNp = [La x Lg, Us x Ug] )
BNy % k = [kLq, kUq], where k is a non-zero constant. (10)

In order to determine the distance between two rough numbers, the Euclidian
distance equation is employed. Thus, D(ab) represents the Euclidian distance
between two rough numbers RN{(a) and RN(b) such that RN(a) = [a, a*] and RN(b) =
[#r, b*].

D(a,b) = Jl((a' b )+l —b*)z) (11)

2

This property of rough numbers is employed to calculate the distance between
the considered alternative for a given criterion and geometric aggregation value for
that criterion. An illustration of the same can improve the understanding. Let us
assume a decision matrix X having n alternatives (A4, Az,....4s,...Ax) and m criteria (Cy,
C2,...G,...,Cm) such that using rough numbers, the performance score for ith alternative

against the considered set of criteria can he expressed as
A =[x r.*l[x!.‘g“x:zlf\ .[x.' X lA “[x‘.‘m“x* D The geometric aggregation value for jo

el iV im

criterion is given by RN(f,) = [fj.'_. f: ], where
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response (dependent variable). Each of these factors can operate at different levels
and hence, several experiments need to be performed to study the effects of factor
level variations on the system under consideration. It has already established itself
as a helpful tool for engineers and decision makers to develop strong mathematical
metamodels based on experimental results. A full-factorial design proves to be
exhaustive as it includes all the possible combinations for the factors at each of their
corresponding levels. However, implementation of a full-factorial design plan is
computationally expensive and time consuming. In these cases, a suitable subset of
factor level combinations is selected resulting in a fractional factorial experiment
design plan. In this paper, a two-level full-factorial experimental design plan is
adopted to visualize how the considered evaluation criteria influence the MABAC
scores for alternative suppliers. The metamodel linking the dependant variable
(MABAC score) with m independent variables (criteria) is expressed as below:
Y =P+ Pixy+ boxpn +A + 5,x,, +¢ (22)

where Y is the response variable (MABAC score), fo is the y-intercept coefficient,
P1-Bm are the effect coefficients for m criteria, x1-xm are the input variables and ¢ is
the error term. The main effect of each input variable is presumed to be independent
of the other variables. In this metamodel, interaction effects can also be considered
to explore the presence of interactions between the input variables.

In this paper, a two-level full-factorial design plan is adopted with 25
combinations, where only the minimum and maximum intervals for each factor
(criterion) are considered to develop the corresponding factorial design. The related
distance values of these intervals are subsequently treated as the inputs and MABAC
scores as the outputs to the DoE for development of the required metamodel.

4. Development of a rough-MABAC-DoE-based metamodel

It has already been noticed that the manufacturing industries often face problems
while indentifying the best alternative/course of action amid a set of conflicting
criteria. This paper proposes a new methodology for evaluation and ranking of
competing suppliers based on a developed metamodel in an Indian iron and steel
industry. The existing MCDM techniques suffer from a major drawback, i.e. when a
new alternative is introduced in the decision making problem, the entire
computational process needs to be reinitiated from the scratch to derive the ranking
of the candidate alternatives, which often constrains their applications in real-time
situations. In the proposed method, once the rough-MABAC-DoE-based metamodel is
formulated, the concerned decision maker can easily estimate the corresponding
MABAC score for a new supplier based on its performance and position it in the
revised ranking list. The application potentiality of this method is illustrated as a
case study in an Indian iron and steel industry with an annual production of around
2.4 million tonnes of crude steel. Like any other industry operating at such a large
scale, it also houses a large number of machineries which need to be maintained
from time to time for uninterrupted production. This creates requirement for large
varieties of gearboxes to be procured from the suppliers across the globe. At this
stage, it becomes essential to choose the most apposite supplier who can deliver the
right quality of gearboxes at right quantity, right price and right time. It is
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worthwhile to mention here that while selecting the most suitable supplier for a
manufacturing industry, the set of evaluation criteria usually varies depending on the
item/product to be purchased. In a group decision making environment, assessment
of the candidate suppliers with respect to the considered criteria also varies from
one decision maker to the other depending on the experience and expertise of each
of the participating decision makers. To deal with this problem, i.e. selection of
suppliers for providing gearboxes in the iron and steel industry, the opinions of three
decision makers (DMi, DMz and DMs) are sought. These decision makers have been
respectively selected from the finance, materials management and mechanical
technical bureau of the organization having 15, 20 and 15 years of job experience.
Tables 1 and 2 exhibit the list of evaluation criteria and candidate suppliers
considered for this supplier selection problem. For having replications in the
experimental design plan while developing the corresponding metamodel, two sets
of criteria weights are chosen based on the judgments of the decision makers. In this
direction, other subjective techniques for criteria weight measurement, like BWM
(Rezaei, 2015), full consistency method (FUCOM) (Pamucar et al., 2018b; Durmi¢ et
al. 2020), level based weight assessment (LBWA) (ZiZovi¢ and Pamuéar, 2019) etc.
can also be applied. These criteria weights are so selected that their summation must
be always one. Amongst these criteria, delivery compliance and price are non-
beneficial (cost) attributes requiring their lower values, whereas, higher values are
desired for the remaining three beneficial criteria.

Table 1. Description of the evaluation criteria
Criterion Description Weight
It accounts for credibility of the product
Product quality (C1) with respect to its expected performance 0.318 0.300
and quality.
It considers the time taken to fulfill an order
once it has been placed even in uncertain
Delivery compliance situations. Meeting the delivery schedule is
(C) extremely important to maintain
uninterrupted production of the end
products.
It is the monetary value of an item that the
Price (C3) organization has to pay to the supplier 0.206 0.200
against its delivery.
It deals with the capability of a supplier to
Technological remain updated with the state-of-the-art
capability (C4) technologies to fulfil the requirements of the
modern day manufacturing organizations.
It focuses on the competence of a supplier
Production capability to provide the required quality and quantity
(Cs) of products, especially in times of
fluctuating demands.

0.226 0.240

0.132 0.138

0.118 0.122

In order to single out the most suitable supplier for the identified product, the
decision makers now appraise the performance of each of the candidate suppliers
with respect to five evaluation criteria, while assigning scores based on a 1-9 scale,
where 1-2 indicate poor performance, 3-7 denote moderate performance and 8-9
signify satisfactory performance. This performance appraisal process by the three
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Table 3. Evaluation matrix by DM

_lriterla__ Cz Cs Cs Cs
Supplier

S1 4 3 2 6 8

Sz 7 2 4 7 4

Ss 8 3 2 5 6

Sa 6 4 4 8 9

Ss 7 5 3 6 5

Table 4. Evaluation matrix by DM

Criteria__ ¢, Cz Cs Cs Cs
Supplier

S1 6 2 3 7 5

Sz 7 3 3 8 6

Ss 8 4 2 6 7

Sa 7 2 4 5 8

Ss 7 4 2 6 7

Table 5. Evaluation matrix by DM3

_lriterla__ Cz Cs Cs Cs
Supplier

S1 7 2 3 8 6

Sz 8 4 2 7 7

Ss 7 3 4 6 6

Sa 8 2 3 7 8

Ss 6 3 4 5 5

Table 6. Aggregated evaluation matrix

Criteria

—— C1 Cz Cs Ca Cs
Supplier

S1 [4.88,6.39] [2.11,2.55] [2.44,2.88] [6.50,7.50] [5.61,7.11]

Sz [7.11,7.55] [2.5,3.50] [2.5,3.5] [7.11.7.55] [4.88,6.39]

Ss3 [7.44,788] [3.11,3.55] [2.22,3.11] [5.44,5.88] [6.11,6.55]

Sa [6.50,7.50] [2.22,3.11] [3.44,3.88] [5.88,7.38] [8.11,8.55]

Ss [6.44,6.88] [3.50,4.50] [2.50,3.50] [5.44,5.88] [5.22,6.11]
Min/Max Max Min Min Max Max

Best [7.44,7.88] [2.11,2.55] [2.44,2.88] [7.11,7.55] [8.11,8.55]

Worst [4.88,6.39] [3.50,4.50] [3.44,3.88] [5.44,5.88] [4.88,6.39]

In order to develop the corresponding metamodel, five supplier selection criteria are
treated as the input variables, whereas, the computed MABAC score is the output
variable. To represent the two-level combinations for these five input variables, a 25
full-factorial design plan having 32 experiments is proposed in Table 7 while
considering only the worst and best rough intervals of each input variable in the
experiment plan. Now, employing Egs. (12)-(15), the corresponding value of
definitive distance for each of the rough intervals is computed, as shown in Table 8.
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For example, in case of criterion Ci, the geometric aggregation is given as:
RN(f)= fl’,fl*] where /7 =(4.88x7.11x7.44x 6.50% 6.44)"° = 6.41 and

£ =(6.39%7.55% 7.88x 7.50% 6.88)"'° =7.22.

Table 7. 25 full factorial design plan with rough intervals of the considered criteria

Experiment Factor level

No. C1 C2 Cs Ca Cs

1 [7.44,7.88] [2.11,2.55] [2.44,2.88] [7.11,7.55] [8.11,8.55]
2 [4.88,6.39] [2.11,2.55] [2.44,2.88] [7.11,7.55] [8.11,8.55]
3 [7.44,7.88] [3.50,4.50] [2.44,2.88] [7.11,7.55] [8.11,8.55]
4 [4.88,6.39] [3.50,4.50] [2.44,2.88] [7.11,7.55] [8.11,8.55]
5 [7.44,7.88] [2.11,2.55] [3.44,3.88] [7.11,7.55] [8.11,8.55]
6 [4.88,6.39] [2.11,2.55] [3.44,3.88] [7.11,7.55] [8.11,8.55]
7 [7.44,7.88] [3.50,4.50] [3.44,3.88] [7.11,7.55] [8.11,8.55]
8 [4.88,6.39] [3.50,4.50] [3.44,3.88] [7.11,7.55] [8.11,8.55]
9 [7.44,7.88] [2.11,2.55] [2.44,2.88] [5.44,5.88] [8.11,8.55]
10 [4.88,6.39] [2.11,2.55] [2.44,2.88] [5.44,5.88] [8.11,8.55]
11 [7.44,7.88] [3.50,4.50] [2.44,2.88] [5.44,5.88] [8.11,8.55]
12 [4.88,6.39] [3.50,4.50] [2.44,2.88] [5.44,5.88] [8.11,8.55]
13 [7.44,7.88] [2.11,2.55] [3.44,3.88] [5.44,5.88] [8.11,8.55]
14 [4.88,6.39] [2.11,2.55] [3.44,3.88] [5.44,5.88] [8.11,8.55]
15 [7.44,7.88] [3.50,4.50] [3.44,3.88] [5.44,5.88] [8.11,8.55]
16 [4.88,6.39] [3.50,4.50] [3.44,3.88] [5.44,5.88] [8.11,8.55]
17 [7.44,7.88] [2.11,2.55] [2.44,2.88] [7.11,7.55] [4.88,6.39]
18 [4.88,6.39] [2.11,2.55] [2.44,2.88] [7.11,7.55] [4.88,6.39]
19 [7.44,7.88] [3.50,4.50] [2.44,2.88] [7.11,7.55] [4.88,6.39]
20 [4.88,6.39] [3.50,4.50] [2.44,2.88] [7.11,7.55] [4.88,6.39]
21 [7.44,7.88] [2.11,2.55] [3.44,3.88] [7.11,7.55] [4.88,6.39]
22 [4.88,6.39] [2.11,2.55] [3.44,3.88] [7.11,7.55] [4.88,6.39]
23 [7.44,7.88] [3.50,4.50] [3.44,3.88] [7.11,7.55] [4.88,6.39]
24 [4.88,6.39] [3.50,4.50] [3.44,3.88] [7.11,7.55] [4.88,6.39]
25 [7.44,7.88] [2.11,2.55] [2.44,2.88] [5.44,5.88] [4.88,6.39]
26 [4.88,6.39] [2.11,2.55] [2.44,2.88] [5.44,5.88] [4.88,6.39]
27 [7.44,7.88] [3.50,4.50] [2.44,2.88] [5.44,5.88]] [4.88,6.39]
28 [4.88,6.39] [3.50,4.50] [2.44,2.88] [5.44,5.88] [4.88,6.39]
29 [7.44,7.88] [2.11,2.55] [3.44,3.88] [5.44,5.88] [4.88,6.39]
30 [4.88,6.39] [2.11,2.55] [3.44,3.88] [5.44,5.88] [4.88,6.39]
31 [7.44,7.88] [3.50,4.50] [3.44,3.88] [5.44,5.88] [4.88,6.39]
32 [4.88,6.39] [3.50,4.50] [3.44,3.88] [5.44,5.88] [4.88,6.39]

Based on Eq. (14), as [7.44,7.88] > [6.41,7.22], the definitive distance for the best

interval of Ci can be estimated as D= \/% ((7.44—6.41)2 +(7.88—7.22)2) =0.865.

Similarly, as [4.88,6.39] < [6.41,7.22], the definitive distance for the worst interval of

C1 can be calculated as D = —\/% ((4.88 ~6.41)° +(639- 7.22)2) =-1231
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Table 8. Definitive distance matrix along with the MABAC scores

Experiment C C, Cs Ca Cs MABAC score
No. 1 2
1 0865 0696 0355 0928 1960 0345 0345
2 -1.231 0696 0355 0928 1960 0.124 0.135
3 0865 -0998 0355 0928 1960 0184 0.174
4 -1.231 -0998 0355 0928 1960 -0.037 -0.036
5 0865 0696 -0.704 0928 1960 0.215 0.220
6 -1.231 0696 -0.704 0928 1960 -0.006 0.010
7 0865 -0998 -0.704 0928 1.960 0.054 0.049
8 -1.231 -0998 -0.704 0928 1960 -0.167 -0.161
9 0865 0696 0355 -0.771 1960 0.239 0.235
10 -1.231 0696 0355 -0.771 1960 0.018 0.025
11 0865 -0998 0355 -0.771 1960 0.078 0.064
12 -1.231 -0998 0355 -0.771 1960 -0.143 -0.146
13 0865 0696 -0.704 -0.771 1960 0109 0.110
14 -1.231 0.696 -0.704 -0.771 1960 -0.112 -0.100
15 0865 -0998 -0.704 -0.771 1960 -0.052 -0.061
16 -1.231 -0998 -0.704 -0.771 1960 -0.273 -0.271
17 0865 0.696 0355 0928 -0.797 0256 0.254
18 -1.231 0.696 0355 0928 -0.797 0.035 0.044
19 0865 -0998 0355 0928 -0.797 0.095 0.083
20 -1.231 -0998 0355 0928 -0.797 -0.126 -0.127
21 0865 0696 -0.704 0928 -0.797 0.126 0129
22 -1.231 0.696 -0.704 0928 -0.797 -0.095 -0.081
23 0865 -0998 -0.704 0928 -0.797 -0.035 -0.042
24 -1.231 -0998 -0.704 0928 -0.797 -0.256 -0.252
25 0865 0696 0355 -0.771 -0.797 0150 0.144
26 -1.231 0696 0355 -0.771 -0.797 -0.071 -0.066
27 0865 -0998 0355 -0.771 -0.797 -0.011 -0.027
28 -1.231 -0998 0355 -0.771 -0.797 -0.232 -0.237
29 0865 0696 -0.704 -0.771 -0.797 0.020 0.019
30 -1.231 0.696 -0.704 -0.771 -0.797 -0.201 -0.191
31 0865 -0998 -0.704 -0.771 -0.797 -0.141 -0.152
32 -1.231  -0998 -0.704 -0.771 -0.797 -0.362 -0.362

Based on the procedural steps of MABAC method, the corresponding scores are
computed for all the experimental trials using two different criteria weight sets.
Thus, for each combination of factor levels, two MABAC scores are calculated at two
replications. Assignment of different criteria weight sets results in different MABAC
scores. This experimental design plan with definitive distance values as the inputs
and MABAC scores as the responses is now analyzed using MINITAB (R17) software
which results in subsequent development of the corresponding metamodal and
analysis of variance (ANOVA) table. This metamodel in the following form can not
only account for the main effects of different factors, but can also highlight the
existent interactions among them.
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where Y is the MABAC score, fois the intercept coefficient or overall mean response,
Pi is the main or first-order effect of factor i, 8y is the two-factor interaction between
factors i and j (i #J), Pk is the three-factor interaction between i, j and k (i # j # k), By
is the four-factor interaction between j, j, k and I (i #j # k # [}, and Biz3as is the five-
factor interaction between all the factors.

Table 9. Estimated effects and coefficients

Term Effect Coefficient SE O.f t-value p-value
coefficient
Constant -0.00597 0.00283 -2.11 0.043
C1 0.21044 0.10522 0.00283 37.12 0.000
C2 0.17106 0.08553 0.00283 30.18 0.000
Cs 0.12244 0.06122 0.00283 21.60 0.000
Ca 0.11306 0.05653 0.00283 19.94 0.000
Cs 0.08494 0.04247 0.00283 14.98 0.000
C1xC2 -0.00506 -0.00253 0.00283 -0.89 0.379
C1xC3 0.00506 0.00253 0.00283 0.89 0.379
C1xCq -0.00506 -0.00253 0.00283 -0.89 0.379
C1xCs 0.00506 0.00253 0.00283 0.89 0.379
C2xC3 -0.00506 -0.00253 0.00283 -0.89 0.379
C2xCq 0.00506 0.00253 0.00283 0.89 0.379
C2xCs -0.00506 -0.00253 0.00283 -0.89 0.379
C3xCq -0.00506 -0.00253 0.00283 -0.89 0.379
C3xCs 0.00506 0.00253 0.00283 0.89 0.379
CaxCs -0.0x0506 -0.00253 0.00283 -0.89 0.379
C1xC2xC3 0.00506 0.00253 0.00283 0.89 0.379
C1xC2xCs -0.00506 -0.00253 0.00283 -0.89 0.379
C1xC2xCs 0.00506 0.00253 0.00283 0.89 0.379
C1xC3xCs 0.00506 0.00253 0.00283 0.89 0.379
C1xC3xCs -0.00506 -0.00253 0.00283 -0.89 0.379
C1xCaxCs 0.00506 0.00253 0.00283 0.89 0.379
C2xC3xCs -0.00506 -0.00253 0.00283 -0.89 0.379
C2xCs3xCs 0.00506 0.00253 0.00283 0.89 0.379
C2xCaxCs -0.00506 -0.00253 0.00283 -0.89 0.379
C3xCaxCs 0.00506 0.00253 0.00283 0.89 0.379
C1xC2xC3%xCy 0.00506 0.00253 0.00283 0.89 0.379
C1xC2xC3xCs -0.00506 -0.00253 0.00283 -0.89 0.379
C1xC2xCqxCs 0.00506 0.00253 0.00283 0.89 0.379
C1xC3xCqxCs -0.00506 -0.00253 0.00283 -0.89 0.379
C2xC3xCqxCs 0.00506 0.00253 0.00283 0.89 0.379
C1xC2xC3xCyxCs -0.00506 -0.00253 0.00283 -0.89 0.379
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Table 9 shows the effects and cosMicients of different Botors along with their
varied levels of interactions, while Table 10 exhibits the derived ANOVA results
based on the calculated MABAC scores. These ANOVA results provide & summary of
the main efects and interactions between various faclors. In table 9, the pvalues
help inidentifving statistically significant factors and interaction effects, Terms with
pvalue less than or equal o 005 are considered o be statislically significant,
whereas, those with p-value greater than 0.05 can be neglected while developing the
corresponding metarvodesl, In this table, the column "Tenn® depicts the main effects
and all the possible intersctions among the factors. The Effect’ column shews the
relative sirength of a particular factor or interaction. The @ coefficlents and their
standard ervors [SE) are provided in the third and fourth celumns respectively. The
Isst twao eelumns highlight the calculated & and p-values, In Tables 9-10, the rows of
all the significant Gactors (p < 0.05] are shown in bold face. Based on the derived
regults, it can be concluded that all the two-way, threa-way, feur-way and fve-way
interactions are statistically insignificant, whereas, all the main effects due to criteria
Cr, Gz, U Co and Ca have independently significant contributions in calculating the
MABAC score. Thus, the metamodel for obtaining the MABAC score for a given
supplier based on the evaluation criteria can be expressed as below:

F= 000597 + 1052250 + DOB553=Cs + 0.06122=C + 0565304 + Q04247 =Cs
(24}
[n Table 10, the B value ks the square of correlation coefficent indicating the
percentage of variation explained by the developed metamode]l out of the total
variation, On the other hand, the value of B2 ad]] represents the proportion of
variation in the target variable contributed by the statistically significant terms. It
can be concluded that 99.07%, of the variation in the dependant variable ¥ (MABAC
score) can be explained by the wariation of the independent variables in this
metamodel. Extremely high values of both B and B%adj) as 99.07% and 98.16%
respectively thus confirm the acceptance of the developed metamodel in exhikiting
the relationship bebweasn MABAC scaore and supplier selection criteria,

Tuhle 10, ANDVA results

Lource DoF Adj, 55 Ad. M5 tvalue  p-value
Linear 5 1.73656 0247311 &7546 0000
2-way 10 0.00410 0000410 0.80 632
interaction
A-wane 10 000410 000041160 .50 a3z
interaction
A-wway 3 0.00205 0000410 0.80 05LED
interaction
S-way 1 000041 0000410 .80 {379
interaction
Errar 32 01645 L0514
Total 63 176367

R? = 99.07%, R2{adj] = 98.16%

Now, based on this model, the corresponding MABAC scores for the five
alternative suppliers are determined as ¥y = -000300, ¥ = (007446, ¥z = 00175, Vo =
01100 and ¥s = -0.1990 (where ¥ is the MABAC score for M supplier]. When these
MABAC scores are arranged in descending order, 8 complete ranking of the
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competing suppliers from the best to the worst can be derived. Thus, S4+ emerges out
as the most competent supplier for providing gearboxes to the iron and steel
industry under consideration, followed by suppliers Sz and Ss. In the derived ranking
list of the suppliers, Ss performs the worst. In Table 11, the rankings of the
considered suppliers derived using rough-MABAC-DoE-based metamodel are
contrasted with those obtained using rough-TOPSIS, rough-EDAS, rough-ARAS and
rough-WASPAS-DoE-based metamodels. It can be revealed that except rough-EDAS,
the ranking of the most favoured supplier (S4) matches for all the remaining rough-
MCDM-DoE-based metamodels. High Spearman’s rank correlation coefficients (rs)
prove the application potentiality of rough-MABAC-DoE-based metamodel in solving
supplier selection problems.

Table 11. Comparison of rankings of the suppliers using different rough MCDM methods
Supplier MABAC TOPSIS EDAS  ARAS WASPAS

S1 4 5 5 5 5
S2 2 2 1 2 2
S3 3 3 3 3 3
Sa 1 1 2 1 1
Ss 5 4 4 4 4
rs - 0.90 0.80 0.90 0.90

4., Conclusions

This paper proposes a novel approach to solve a supplier selection problem in an
Indian iron and steel industry while integrating rough numbers with MABAC method
and DoE leading to the development of a metamodel. Its application starts with
aggregation of the relative performance scores of five competing suppliers using
rough numbers considering the uncertainty involved in the decision making process.
Based on the worst and best rough number intervals, a 25 full-factorial experimental
design plan is formulated with subsequent conversion of those rough intervals into
the corresponding definitive distances. Using two different criteria weight sets as the
replications, the related MABAC scores are computed for all the experiment trials.
Finally, a metamodel is developed interlinking the MABAC scores and supplier
evaluation criteria, which is finally employed to rank the competing suppliers. Its
main advantage lies on easy computation of the performance score (in terms of
MABAC score) for a new supplier to be included in the decision making process, thus
relieving the decision maker from reinitiating the entire calculation from the scratch.
Besides its application in iron and steel industry, it can also be efficiently employed
in other sectors, like healthcare, tourism, food, textile etc. The possibility of similar
hybridization with other MCDM techniques, like MARICA, MARCOS, combined
compromise solution (CoCoSo) etc. for solving supplier selection problems can be
explored as the future scope of this paper. Two sets of criteria weights are
considered here based on the opinions of the decision makers, helping in replication
of the MABAC scores. Other subjective methods, like BWM, FUCOM or LBWA can also
be applied for estimating the corresponding criteria weights. The main limitation of
the proposed approach is that its computational complexity would monotonically
increase for high-dimensional decision making problems having large number of
evaluation criteria.
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Reseqich article

Abstract: Accommodation (= one of the necessitles of tourtsts and travel agencies’
significent responsibilities, With the growing competition and profit-making varieus
bowr organising companies have storted providing altractive accontmodetion opiions
ti the travellers to win their choices, Present research performs @ cese study on
accommadation providing hotels throngh designing o strabegy to erhance their profit
eqrrings by welcoming more and more Loursts, The methodolagy comprives rowgh set
theary (RAT) using the Dominance Based rough set theory FORST] on the collected diota
af salected variables such a5 location, facility, value for momey, efc. of hotels
Correspondingly, if and then decision rule has been used bo classify these variables, The
statistical methods regression analvsls has also been used to define cach varfable's
relationchip and influence on concermed authorities” decision-making The resuilts show
that hobels and tourists can benefit from the proposed strategy and help in decision
mufﬁqg bl_p Uﬂdm‘lﬂ'l’l‘tﬁnﬂ tanrist hofovionr .inrn.'am'r:l'g r:'h?_ﬁl;. |'m||:|.rz:||.r1r.||5r soerviees and
gquality of hotals,

Keywords: Hotel criteria, Dominonce-based rough set theory, regression onglysis,
decision making

1. Introduction

The Indian tourism industry has been growing rapldly n the past decades. The
tourism places attract tourists from all owver the world, which makes Indian Tourism
a direct contributor to the Economy. According to the Indian Ministry of Tourism
Arnirvieal I'|:|:||.1-I'|.. the 1ouri=m |:|1.|:|1.1-51'lr}r ol Fibiited 6,220 to Mational Gro=ss Domestic
Product (GOP) in the year 2018-201%, whers the tourism industry growth rate is
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increased from 3.0 to 14.12% percent from the year 2014 to 2019 respectively. This
growth rate supports the rise in competition in hotels which are one of the main
contributors to the tourism industry. The tourism industry became another crucial
source of foreign exchange and new job creation by providing 8.78% of jobs in India.
The global trends show that the Indian tourism sector is one of the fast-growing
industries which will proliferate in future (Sharma and Kalotra, 2016). In 2019,
Travel & Tourism Competitiveness Index (2019) had confirmed that India secures at
34th place in the travel and tourism business. In contrast, in terms of cost-
effectiveness and business environment, it lies at 13 and 39 positions in worldwide
competitiveness.

There has been a progressive growth of tourism and hospitality management
worldwide in the past decade (Mohajerani and Miremadi, 2012). As well as growing
competition in the tourism business, management systems are trying to create
equilibrium between the ethics of the business world and customer accommodation
without compromising the quality of services to the customers in the hotels business
(Sohrabi et al., 2012). In other words, priority must be given to customer satisfaction.
With increased competition in the hotel and tourism industry, the hotel management
system must find the opportunity and threats of the quality of service they provided
to their customers (Chu and Choi, 2000). The hotel business can proliferate only
when the hotel offers high-quality services to their customers, which promotes long-
term relationships among customers and the hotel management system (Martin,
1986; Croby et al., 1990).

Further, consider the creating steadiness of actual customer state of mind with
customer ratings, i.e., establishing the linkage among actual customer ratings given
by the customers to hotels management system with genuine customer sentiments
(Geetha et al,, 2017). As tourism is considered an essential business activity for the
hotel and tourism industry thus hotel management and tour agencies should
introduce new advancements initiatives like adequate and flexible customer services
for promoting business and attracting more customers (Hsieh and Lin, 2010). It
shows that customer satisfaction is a vital measurement and essential to hotels. Thus
to maintain customer services and to satisfy customers, hotel management and
tourism agencies have to keep their adequate flexibility in their services and also
introduce promotional activities which can attract maximum customers (Sohrabi et
al.,, 2012).

In literature, many studies have been conducted to analyse to explore the quality
of hotels by using various research methodologies like factor analysis, descriptive
statistics, and regression techniques ( Ren et al,, 2016; Xu and Li 2016; Lahap et al,,
2016; Li et al,,2017; Lai and Hitchcock, 2017; Patiar et al,, 2017 ). Hua and Yang
(2017) applied econometric models to identify factors of crime on the overall hotel
performance of Houston hotels. Alptekin and Buyiikézkan (2011) identify
influencing factors for the hotel industry by using exploratory factor analysis mixed
with fuzzy logic. The regression model has been developed to analyse the effect of
localised competition on the hotel industry by considering demographic variables,
prize and population density as independent variables (Joel and Mezias, 1992).

In the literature, there are several studies of rough set theory and its application
in diverse domains. Stevic¢ et al. (2017) formulated a multicriteria decision model
with eight criteria and eight alternatives for an internal transport logistics of a paper
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manufacturing company. They used the simple additive weighting (SAW) method
and rough numbers, which is used for ranking the potential solutions and selecting
the most suitable one. Roy et al. (2019) has proposed an integrated uneven number
based COPRAS Model to evaluate the ranking of Delhi hotels. Sharma et al. (2019)
has offered a rough set based double exponential smoothing model for forecasting
air passengers data. ZiZovi¢ & Pamucar (2019) has suggested level based weight
assessment (LBWA) based multicriteria decision-making model for the investigation
of criteria weightage. Popov (2020) applied Johnson-Kendall-Roberts (JKR) theory
to find the relation between smooth and rough elastic bodies. Bozanic et al. (2020)
used a rough interval-based Level Based Weight Assessment and Multi Attributive
Ideal-Real Comparative Analysis method (LBEA-IR-MAIRCA) model to determine
constructive elements of new weapons. Pamucar et al. (2022) has utilised FUIl
COnsistency Method (FUCOM) and Multi-Attributive Ideal-Real Comparative Analysis
(MAIRCA) methods as integrated rough group analysis for and prioritisation of
railway infrastructure project evaluation. Sharma et al. (2021) hybrid rough set
model-based analysis has been performed to forecast the sugarcane yield of India.
Kazemitash et al. (2021) has used the data of Biofuel Company's supplier selection
for the information system performance calculation by the integration of rough set
theory through the Best-Worst method (BWM). The authors have also employed the
rough BWM to determine the weight values of the criteria. Hu et al. (2021) proposed
the weighted neighbourhood rough set (WNRS) and accordingly introduced a unique
attribute reduction technique. Subsequently, Yu et al. (2021) demonstrated that the
concept refinement in topology is too abstract to elucidate the variability of the
rough set model along with the variation in granules. Here, the authors proposed two
novel granule cover refinements, including point-set topology and rough set theory.
Ye et al. (2021) also introduced a novel decision-making method based on a fuzzy
rough set. They applied the technique in a real-world scenario to illustrate the
feasibility of the proposed method. After that, Kusunoki et al. (2021) considered two
parametric dominance-based rough set approaches (DRSA) and offered variable
precision DRSA (VP-DRSA) and variable consistency DRSA (VC-DRSA). Following
this, Blaszczynski et al. (2021) examined a new data set for auto loan applications
using a technique not yet explored for financial fraud prediction, namely the
Dominance-based Rough Set Balanced Rule Ensemble (DRSA-BRE).

Pawlak (1982) established an effective method known as Rough Set theory for
extracting the facts from the information system. However, the traditional rough set
methodology is not adequate to study the relationship among preference order
arising from attributes like debt ratio (Blaszczynski et al. 2007), service strategies,
product quality, and business indicators (Couto and Gaiado, 2015). Therefore, this
study proposes applying the Dominance-based Rough Set theory (DRST) to solve
preference-ordered situations. According to Greco et al. (2000), DRST approach has
been anticipated to solve the preference-ordered situations in data mining. It is a
powerful tool for attribute reduction in the qualitative-based data set. The
dominance based rough set theory has been successfully employed in a variety of
areas. Chakhar and Saad (2012) proposed a DRST approach to study groups in the
multicriteria class study. The dominance-based rough set methodology has been
used to develop the model for limiting the speed of vehicles in speed-controlling
zones (Augeri et al,, 2015). Chakhar et al. (2016) suggested that DRST has been used
to derive rules in multicriteria group decision-making based on several case studies.
Sawicki and Zak (2014) have reported that DRST based analysis is done on
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transporiaticn problems by producing decisien rules depending on customer view
and expectations. Moreever, it has also been used in different uncertain multicriteria
decislon-making applications [Kazemitash et al,, 2021; Pamufar and Jankovis, 2020,
Pamudar et al,, 2018; Dalic et al, 20207,

The study has been organised as follows, The basic concepls and some related
properties of DRST are discussed in section’ Dominance based BST, A case study of
hotel dats and analysis of hotel data using DRET for multicriteria decision model is
presented in case study section. The comparison purpose statistical analysis of hotel
data is discussed in regression analyses section Finally, the result and discussion,
conclusion, and future scope of eur study are stated in section result and discussion,
and conclusion’,

2. Dominance based rough set theory (DRST)

DRST extends the Classical Rough 5t theory [CRST] intreduced by Pawlak in
1®E2. The multicriteria decision representation uged in thiz research HFFHES L=
cencept of DRST, Thus, the RET methodology is an efficient mathematical mechanism
to deafing with uncertainty and vagueness. However, Classical reugh set theory
{CRET) is restricted to sort problems where the preferences-orders in the set of
atirlbutes (criterka) are considered. These are the inconsistencle: generated due to
the violation of the dominance principle that eventually cannot be handled by the
model, Honce in case of such inconsistencies, some methodological changes to CRST
are required. Grecs et al. (2000 have proposed an expansion of the RST depending
on the dominance concept that would allow it to handle the incensistency. This idea
relies on replacing the indiscernibility relation for a deminance relation in the rough
approximation theory of the decision category,

2. 1. Information sy siem

Sample The infarmation ceneerining the objects s oflen strectured in the form of
an informsation table whose different rows mention distinet actions {objects) and
whose columns mention the other criteria or attributes considered.

Formally, an information table is structured in a 4-tuple information system
3= (UQ.VF) where V i3 a non-emply finlte set of objects [universe} and
=99 wiilm] g a nan-empty finite set of atributes or criteria such that
gl = t':r for every 1 € @. % ig the domain of the attributes or criteria Q. WV =Ueg ¥y
and [ % @ =V |5 the information function determined such that £5-9) € ¥ gy
ey altributes q L= E: IE u. Tha el i is aflen si’!p.'.lr.:-ll:-&d inlo a sek = & af
condition attributes, and a set D = @ of decision attributes such that £ 0 = 8 554
Ul =9 Insucha situation, % is called an information table.

2.1, R5T with domimamnce relation

If the scale of the condition attribute is armranged in increasing or decreasing
preference, then it is called criterion. Alternatively, it is known as regular condition
attributes. DRST exponents suppose that the preference increases with the value of
fU.95 far every criterion § € L. We also suppase that the set of decision attribute
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L [perhaps a singletan {d}} create a parting of wniverse U into 3 set of decision
classes, Jet € = (Ll b e TL T = [1....,11} be a finite set of classes of unlverse U such
that every * & b helongs to one and only one class “'c € 1. We assuma that classas
are preference-ordered, e, for all ™5 €T such that ¥ = 5 the objects from Cr are
more preferred to the objecis from i, Suppese P £ © 5 a subset of conditlen
attributes. The dominance relation # allied with P is described for every pair of
Objects ¥ and y so; ¥72¥ = Fle.q) = Fly.ql.vg P,

The letler "=" should be changed with ™" for criteria sccording te the decreasing
preference, We assocdate pair of a sets with every object = € U; [[) P-deminsting sot
Viix) = [y & U: ¥V:1) havine objects that dominate x and (i) P-dominated set
¥z (x) = [y & U: 2V 2y} having objects dominated by x, These pair of sets are familiar
with approximate decision classes,

The P-lower approximation of £4F [upward union), [(BUEIF)), is constituted of
tetal objects & from U such that all members v, contain at least the similar assessment
am all of the examined criterla feom P alse member of a class Cl; or batter. [n anothear
way, IFany object ¥ has at least as good an analysks based on the criteria from P as
abject x member of PICIT), then indeed, v is 2 member of a class €1, ar preferable
class. The P-upper approximation of CIF (upward union], which invelves all objects
with a P-dominating set, is allocated te a class at least as good as Ci,.

Similarly, the P-lower and P-upper CI¥ approcdmation with respect to
P & Crespectively represented s P(CIE ) and POCIE), are defined as:

PICIE)=[xe % (0 € CIf) (1)
Flcif) = Upeas V5 (x) = [x € V3 (x) N CIf # 0] (2}

2.3, Accurncy of approximustion amil gquality of classification
For all ¢ €L~ n} a‘nd each, PEL we described the accuracy of the
approximation of CIF and Ci2 , respactively, as follow:

serdim{afh
cerdiF{af (31

i — U ey Amp B ey BRp (R I
e == BT = 4
{ !} cerdEy f ]

card (e

e =y
Tp {EEr ] = EETI.'..‘[FI:'E::I': i ﬂp{-cfrj =

The coefficient v,
is known a5 the quality of approximation of parition Clusing aftribate st P S 0

24, Devision rubes

On the foundation of the approximations found by the use of the dominance
relation, it is viable 1o set ofT a generalised explanation of the preferential knowlhedae
contained in the information table, Such description of the preferential knowledge
we can write in the form of "if .., then...” decision rules. The algorithms for induction
related toregulations are acquired by using 4eMia? software [Foznan University of
Technology, Poland, Laboratory of Inteliigent Becision Support System. 2006,

All the decision rules can be considered in the following three ways:
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1 D; _decision rules which are having the following form:
IPFrga) 2m and FI70a) 2 % g FR- %) 2 5p (henx € CIF

These decision rules are assisted by the member of the universe that belongs to
the P-lower approximation iy,

2 B¢ .deision rules which have the fellowing form:
I ) S %1 and F=92) S %z ang . FO080) S %p thene O0F

These decigion rules are assisted by a member of the universe that belongs toe the
P-loweer approsimation afng.

2. 2 & s -decision rules which have the Following form:

|f.||r':.I"I'1:| 2'—!1 and filz.q:) = Srand ... fix. "'I'i:}:—'rnk_ a|'|d.|r{:' ':|'5.'+::I = Tek+1
and ... FX0p) = Gp ghan ¥ ECL UETL V..U,

These decigion rules assisted by a8 member of the universe that belongs to the

boundary region of the unmion of classes Cliand  CIr, where
P={gugpe . qpls E.[ri'l-' TgpsenesTyp) EVy 2 W 2o xly
and? € {1....n},
3. Case Study

The hospitality industry is one of the major contributors of growth among the all-
service sector industries in India Since, India is a8 country of diversity with its rich
culture and heritage, hence the tourism contributes a significant seurce of foreign
exchange. As, tourism is the integral part which has a considerable effect on the hotel
industry, This indicates that the digital advancement in ourism sector alse allect
hospitality industry, The digital enhancement in tourism of India through digital
reols used for planning, booking, and experiencing a journey have significant effect
over hospitality industry. The empirical study focuses on the Indian hospitality
indusiry incledes data collected from various online platforms in the hotels, Since
customer satisfaction harms the hotel industry, the possibility of getting a hotel that
satisfies custiomers’ needs is maximised by selecting specific attributes which are
related o the hotel indestoy, The following study scrutinkses the influence of overall
rating (0] on lecation (LD, hespitaliy (MT), fcilites [FT], saniatonand Cleaniiness
(3], the value of money (Y, food quality (FIY), and price (PR) using beth Indian and
international tourlsts’ hotel data. Criterla descriptions are listed in table 1. The
study’s objectivity has been kept in mind, and all varables are used acoording to data
availability, Online reviews play an essential role n the hotel selection process as
websites provide custemer reviews based on their personal experiences with
provided hotel services. These websites give the travelors an overall idea to scloct
the best hotel which satisfies their nesds based on others' experiences. Sometimes
deciston-making becomes difficult as there are different reviews based on eone's
perspective. The data related to the hospltality Industry are extracted from tourizm
websites. The presented approach assists tho hotel selection process based on the
influence of overall rating on location, hespitality, facilities provided, sanitation and
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cleanliness, the value of money, food, and price. The proposed study is used to select
the best hotel based on existing data.

Table 1. Criteria Description

Criteria Description

The geographical location of the hotel has been

Location (LO) considered according to the convenience of tourists.
o It includes a friendly and generous welcome and

Hospitality (HT) entertainment for tourists.
It includes a Travel desk, eating place, parking, pieces

Facilities (FT) of equipment, or services provided to tourists for their
stay.

?gg)ltatlon and Cleanliness Sanitation and Cleanliness include the sanitary
condition of a hotel.

Value for money (V) A beneficial combination of sustainability, cost, and

y quality to meet tourist requirements.

Food Quality (FD) The acceptable standard quality of food served.

Price (PR) Convenient fare according to traveler and hotel
management

Overall Rating (O) It includes the net classification of hotels based on the

& different quality scale.

The objective of this case study is to extract the decision rules to show the hotel
features and classify the different characteristics of the tourist industry. It has been
found that the Rough set theory is the most suitable approach for criteria selection in
decision-making problems. For this study, data has been collected from the best
tourism website (https://www.makemytrip.com), and it will help the tourism
management for analysis of significant criteria of the hotel industry. The model must
provide relevant information to hotel management for improvement of their service

quality.

4. DRST analysis

Based on several studies such as (Geetha et al,, 2017; Li et al. (2017) of hotel
tourism, and expert interviews of hotel managers and their management teams,
tourism and travelling management of India has conclusively given higher priority to
the eight essential criteria/attributes given in section 3 of 609 best Indian hotels.
Because according to experts, these selected eights criteria are preferred mainly by
the maximum tourists while making their hotel selection decision. In eight attributes,
seven attributes are called condition criteria, and another one is decision criteria
were investigated for analysis. In this study, we have applied the DRST technique for
rule generation. DRST toolkit 4eMkaZ software from Poland, Laboratory of
Intelligent Decision Support System 2006, is used for constructing the decision rules.
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4.1. Accuracy approximation and quality of classification

Table 2, provides approximation accuracy for all decision classes, as
approximation sets (specifically lower and upper approximation) and accuracy of
approximation has been already explained in section 2.2 and 2.3. The selected
criteria can be adequate to approximate the classification if the classification quality
and accuracy of the approximation. The class "at most medium" means class related
to "overall hotel rating will be medium and lower values". The decision class "at most
good" contains the two classes, which are "good" and "medium". Further, the
decision class" at least good" represents the class "overall hotel rating will be good or
excellent". Finally, the decision class "at least excellent" consists of only one class, i.e.
overall rating of the hotel be will be excellent.

Table 2. Accuracy of approximation

At “?OSt Atmost Good  Atleast Good Atleast
medium Excellent
Lower 10 17 99 20
approximation
Upper 510 589 599 592
approximation
Boundary 510 572 500 572
Accuracy of 0.636 0.0290 0.17 0.0340
approximation
Quality of 0.049
classification
Table 3. Certain decision rules of hotel data set
Decision Rules Support
If (food = Excellent) & (hospitality > excellent) Then (overall rating= good) 61
If (food = Excellent) & (facilities = medium) Then (overall rating = good) 83
If (food > excellent) & (sanitation and Cleanliness> excellent) Then 89
(overall rating > good)
If (food = Excellent) & (price = medium) & (value for money > excellent) 18

Then (overall rating > excellent)
If (food = Excellent) & (price = high) Then (overall rating > excellent) 6
If (food < poor) & (price < low) & (location < bad) Then (overall rating <

11
good)
If (hospitality < poor) & (facilities < medium) Then (overall rating < good) 6
If (sanitation and cleanliness < poor) Then (overall rating < good) 5
If (food < poor) & (price < low) & (facilities < good) & location <good) 5
Then (overall rating < medium)
If (value for money < poor) & (facilities < good) Then (overall rating < 6
medium)
If (location < bad) & (sanitation and cleanliness < good) Then (overall 3

rating < medium)

As clarified in the section as mentioned above 2.4, the decision rules were formed
by analysing the training data of dominance-based rough set theory. These rules
were applied to relationships among conditions and decision attributes.
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Furthermore, 11 certain decision rules were obtained from the information system.
Total 5 decision rules are found to be more accurate since support is greater than 10.
Based on these decisions rule, we can analyse which criteria are significant for hotel
management. The estimated results of reduced rules are presented in Table 3.

Table 3 shows the 11 minimum cover rules generated from the hotel data set. The
minimal cover certain decision rules can be written in the form of IF-THEN
statement. Here is some example to illustrate IF-THEN rules:

IF food is excellent AND hospitality is excellent, THEN the decision criteria overall
rating will be perfect.

From table 3, it is clear that if the hotel's food is excellent and Cleanliness is
excellent, then the overall rating will be excellent with maximum support of 89 (cf.
rule 3). It means that food and cleanliness are essential factors for travellers. If the
hotel's food is excellent and facilities are medium, and above medium then the
overall rating will be excellent with support of 83 (cf. rule 2). If food quality is
excellent and hospitality is best then the overall rating will be excellent with support
of 61 (cf. rule 1). These decision rules indicate that food, Cleanliness, hospitality, and
facilities are essential attributes for travelers. Therefore, it can be suggested that
most tourists select their hotel based on food, Cleanliness, hospitality, and facilities.
The different stages of analysis are depicted in Figure 2.

5. Regression analysis

By analysing the literature review (Sheather, S., 2009; Ren et al., 2016; Patiar et al.,
2017; Hua and Yan., 2017), the regression model is obtained by using the following
framework:

Overall rating (0) = a+al LO+a2 HT+a3 FT+a4 SC-a5 V- a6 FD+a7 PR+ ¢ (5)

Where ¢ is the error, o, a1, ..., a7 are the coefficients of considered variables (LO,
HT, ..., PR), O is the overall rating; LO is the location of the hotel, HT is the hospitality,
FT is the facilities provided by the hotel, SC is the sanitation and Cleanliness, V is the
value of money, FD is food quality, and PR is for the price of the hotel's room. The
estimated regression results are described in Table 3. The acquired result indicates
that the hotel's location, hospitality, sanitation and cleanliness, and performance and
effectiveness of money charges, i.e. the value of money, has a significant positive
effect on overall ratings of the hotel. Whereas, facilities provided, i.e. physical
characteristics associated with a hotel-like travel desk, eating place, parking, etc.,
food quality and hotel price don't seem to have a significant effect on the overall
ratings of the hotel. Moreover, the F- statistics results confirmed that the regression
model is essential for criterion for hotel selection process since the p-value is 2.2e-16
~0.000, which is significant. Estimating sturdiness of the model by using R2, which is
0.8459, i.e. all variables have an approximate 84.59% effect on overall ratings of the
hotel for criterion for the hotel selection process, which is considerably good.
Therefore, the considered regression model is relevant for the empirical study. Also,
from figurel, it is clear that the relationship between overall rating with location,
hospitality, facilities, sanitation, and cleanliness, the value of money, food, and the
price is linear. The linear line indicates is that the best-fitted model with the curve
for the multivariate analysis. Our data are independent and follow Gaussian
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distribrution, then the model is accepled within the robustness st Figure 1, shows a
mermal probabdity plot to decide whether it is reasenable te consider, The accuracy
measure derved using regression analysls of hotel data set is sampled from a
population, [ollows a normal distmibution,

The regression equation for the variables is

(wesral] :I'H[IIIE_ ] .53E+0. 1854 Lrcatinmn+0.67 08 }IquiLﬂIH}HUJEEI
Facalitles+ 0219 35anitation  and  cleanliness-0001933  Value of Money-0.1549
Food-+0, 000005004 Price+ & (6]
Table 4. Regression analysis reswits
Varlables Coefliclents  Standard error  t-value Pri=|e])
Constant o.38He-01 Th54e-032 T.030 bdoe-12 "
Location 1.854e-01 1.922e-02 To46 L T
Hospitality 6,7 0iGe-0] 1.99%e-03 33619 <he-1 5"
Facilities j8i1e-03 2380e-03 1606 0, 1m=d
sanitation and £.1%3e-0] 2071 e-02 10.5849 £2e-1 6"
cleanliness
Value of money -1.93%e-01 1554e-02 -9.5938 <le-lh*
Fovod «L.54%9e-01 1.43%e-02 -LO76 02822
Frice B 0De- 0k 2.784e-00 1797 00728
Adjusted B2 (.8459
F-ztatistics 4778

Residual standard error: 0.1673 on 601 degree of recdom
Multiple R-squared: 08477, p- value < 22e-16

Mormal Probability Plot

N
y = L0+ 3,302
B ={1541]

Cerall Rating

211 i I &l ] o et} 120
Sampls Fercentila

Figure 1. Normal probability plob of statistics! analysis
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f. Results, discussion and condusion

This research focuses on holel selection and estimation through 2 hybrid method
of Dominance rough set theory and regression analysis. This estimated model has
been analysed under uncertainty in which DEST is employed in acquiring the
information related to significant attributes of the hotel business. Furthermore, a
caze study on real-life data of Indian botels has been performed using the DRST
approach on the selectad attributes

The foremost suggestion resulting rom this study are (i) Pood, facilities,
Cleanliness, and hospitality are the most significant attributes or any hotel sslection
as uncovered In deciston rule and the expert's ophidon based on customer
prioritization and feedback (i) Hotel management has been turn-up with a clear
picture of the hotel's oriteria o improve performance according to the current
business markel. This facilitates the otel mansgement system o make appropriate
decisions regarding the quality and services up-gradation of the hotel. (i} It can be
said that the DRST is & knowledge-based decision-making system that can ovaluate
the effective and appropriate attributes by the comparison of collected data with
secondary data obtained from tourism websites.

Hence, this research leads to a robust hybrid method, 'DRST-Regression’, which
confirms the accuracy and firmpess of the decision making outcomes. [ is a unigue
approach contributed by this study because It ghves rise to the most precise and
reliable outcomes without any statistical assumptions. Comparatively, DREST-
Regression is more preferable to the statistical method due to its dynamic and
advanced appresch. Therefore, this study resulted in an empirical maodel that can be
preferred over the statistical model because it divulges the consequential decision
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rules are easy o understand s comparcd to statistical methods without any
distributional AssuUmplion

The main limitations of the DRST are that the approximation sets [upper/lower]
depend only on the cheice of attributes, which may be regarded as disadvantage,
since there may not be enough Mexibility Tor seme applications, In fufure, similar
caze studies can be considered and analysed using rough sets and different machine
learning algorithms, including decision tree, random forest, support vector machine
and elastic net
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Reseurch paper

Abstract: Increasing the speed of the product chonge-over process & oriticel by
implementing the Single Minute Erchange of Dies (SMED} effectively. The smaollest
aelivity wariation belween operators, achivity spesd and process dccurocy are
identiflind resaorch targets. This research was developed in the electronic compoment
industry, where the Defire-Measire-Analize-improve-Conirol {DMAIC) and Hierarchy
Tosk Analysis [HTA] methods con describe the most cruciol end key activities.
Thergfore, it tukes socuracy and reliability belween operaiors [o carry oiit this achivily,
Thiz paper presenis the acceleralion of the prodect change-over process by developing
an automabed mop-contact inspechon method in the assembly areq using o vision
sysberm, The results of the stwdy (lfustrote bhat the chrnge-over process can be carried
ol fn single-diglt minutes 7 minubes), or reduced by BT%, ond the speed of change-
aver activities between operators is the same.

Key waords: SMED Vision System, Automation, Inspection, Copahility process,
Elechranice compoaant,

1. Introduckion

Image proceszing technigues used for robot guidance and automatic inspection
are called vision systems widely used in the industrial field [Semeniuts et al, 2018].
The assembly inspection process 5 a crudal procedure to perform measurements
and detect errors, The dimensional inspection assembly unit is still done manwally
using acaliper and micrometer that takes a long time, physical contact, and potential
differance in measuremsnt between operators (Frustaci et al, 20207, Connolly stated
vision system Is mighty, compact, and easy to operate even though It I8 not a
programmer, and this is very interesting for the industry [Connolly, 2003), Machine
vision has been successfully applied to electronic component companies =0 that the
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level of automation can be increased (Hendi Herlambang et al., 2021). Therefore, the
vision system is an image processing technique that is easy to use in industry, fast,
without physical contact, can avoid measurement errors, and can increase the level
of automation.

Every organization looking to speed up the transition from one product to
another focuses on low cost, speed of delivery, and superior quality. Single Minute
Exchange of Dies (SMED) is a lean manufacturing tool that can shorten change-over
activities by converting internal time to external time, then streamlining both
(Shingo, 1985). Research conducted by Michels concluded that SMED can speed up
the change-over process so that direct labor is reduced as a finding (Michels, 2007).
Research conducted by Demeter found that inventory can be reduced by applying the
SMED method effectively (Demeter & Matyusz, 2011). Several studies have revealed
that the combination of equipment repair and development with the 5S program is
the goal so that SMED can be implemented effectively (Cakmakci, 2009). There have
been several investigations found that the application of SMED can reduce change-
over activity by 41% in the press line (Hendi Herlambang, 2020b), 30% in the
pharmaceutical industry (Karam et al, 2018), 42.3% in the injection molding
industry (Bhade & Hegde, 2020), and 43% in the cork industry (Sousa et al,, 2018).
To reduce change-over activity significantly, several tools were used to conduct
testing by researchers, Rapid Entire Body Assessment (REBA) analysis (Brito et al,,
2017), time study method (Simdes, 2010), visual stream mapping (Azizi, 2015), and
the geometrically based methodology (Nakeenopakun & Aue-u-lan, 2019). Therefore,
the acceleration of the transition process from one product to another can be done
by choosing the right equipment and technology according to the company's needs.

Based on the description above, there has been little discussion about
accelerating the change-over process with the objective of single-digit minutes in the
electronic component industry. Therefore, researchers are interested in
implementing a system vision to accelerate change-over activities in electronic
component companies using the SMED method. At the internal process, the
streamline stage is inserted technology elements to achieve the speed of change-over
activity in single-digit units of minutes. This study’s results can provide an overview
of the change-over process that can be automated using vision systems quickly.

2. Materials and Methods

The study stages of completion use the Define-Measure-Analyze-Improve-Control
method used by researchers to produce reliable SMED application research (Shingo,
1985)(Roth & Franchetti, 2010) (H Herlambang, 2020b).

2.1. Define

This research was conducted in electronic component companies in Indonesia,
with connector output. Electrical connectors are electrical appliances that connect
between electrical circuits, most connectors can be removed or reattached, but some
can be permanent.
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v

Figure 1. Connector pert

Connectors make electromic products easier to assemble and manufacture and make
it easier to repair electrical circuits and allow Rexibility in design and modification.
Connectors are widely used in electrical cirenits for communications, computers,
industrial machinery, and electronic equipment used by everyone, as seen in Figure
L

Most connectors consist of bwo main parts, namely housing and terminals,
Housing is a cage or structure used to hold the terminals, stabilze the connection,
and protect the conbact from short circults and various hazards caused by the
environment. Houzing usually consists of several types of printed plastic but can be
made of all kinds of insulator materials, s seen in Figure 2, the flow process of
connector made.

w Lol w
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tomelng chatk
FITRER

Figpidre 2. The process flow of making elecironlc conmecions

Production data for one year has been collected to find out productivity
indicators. It was fiound that the Sth process in lhe change-over activily is the most
crucial activity carried out during the change of product type one to another, as seen
in figure 2. This activity 15 carvied out repeatedly by the operator manual, and there
is physical contact on the product with an average tme of 30 minubes. This is in line
with Herlambang et al. which states that the product detection sy=tem through
physical contact can have a large measurement deviation between operaters and
takes a long time (Hendi Herlambang et al, 2021).

2.2. Measure

At this stage, secondary data collection from each operator is carried out during
the change-over process. Data is processed by using Minktab software te find out the
ability of the process The data found that the process capability is still not satisfied
with a Cp value of 0.84 and a Cpk value of 0,76, as seen in Figure 3. It iz also
strengthened that in the Capability Histogram chart, two hills indicate there are two
different populations bebween operaters that perform the change-over process,

Initial data analyeis iz also carried out to determine the direction of Continous
Improvement in the Future az input to top management Four blocks of technology
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and control ﬂl‘l‘ﬂh]!’l are used o visualize current conditions |;|_'|.' ﬂh:u.la.ling the
value of Z Shift and 2 It at this tme. [t was found that the current state of technology
factors still need to be improved for the capability of the process to increase, as seen
i FEI,I!‘E 4.
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2.3, Analyze

At the analysis stage, the authors comnducted a more in-depth examination by
taking widaos to determine the real activities carried out for each operator. To obtain
consistency of the obsérved subjects’ natural movements can be recorded wvsing
videa (Asan & Montague, 2014). This can help the author analyze the operator’s
movement and then decomposition each activity in detzil to see the potential
oecurrence of errors Analytical techniques are used to determine human ervor
potential at each work level using Hierarchy Task Analysis (HTA) (Shomrock &
Kirwan, 2002). As seen in figure 5, the activity of the change-over process of the
replacement checker.

HTA for checlier change process has been done decomposition and followed by
identifying errors in each activity caused by errors sourced In people and on the
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information system. As seen in Figure 5, sub-tasks given different colors are the most
crucial activities with the most petential for errors,

Task &4 and 3.4: [nsert parts one by one Insert small box sticks one by one into
the block stick, according to the product to be produced This process is done
manually, and the number of box sticks should not be more or less. The following

errors have been identified in this activity ;

1. Box sticks amsount more or less if domse with a decreased concentration level,
The operator must caloulate the number of bosx sticks manually and align with
the product set up, which will significantly help part installation errors,

2. The box stick is jammed because it is rusty. To prevent this from happening, the
operator must perform cleaning and lubrication on the box sticks and stick
blochs.

Task 4.1: Manual positioning product with the checker, Alignment process by
aligning the product with box sticks, with the aim of optimal checker detection
process.

Inspection using eye visualization s the

most important
IFTask 4.1 and 4.2 are not appropriately done, then :

1. Detection of less than maximum wasted products, but products that do not fit
the requirements will still be wasted to the scrap hox,

2. The machine’s ability will go down because often the machine trouble caused by
the alignment is not good,
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Figure 5. Hierorchy Task Amalysis change-over aotivity
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This checker change activity is an activity that authers say requires a high level of
conceniration and work experience. To prove this hy pothesis, the authors conducted
tests on two operator populations. The first operator with a working period of more
than twa years, and the second is with an operational period of fewer than two years,
with a by pothesis:

Ho: There is no difference in the speed of change-over activity above 2 years and
below 2 years.

HI: There is a difference in the speed of change-over aclivily above 2 years and
below 2 years.

It was found that the Ho hypothesis was rejected, and the H1 hypothesis was
accepted, with a p-value= (05 a5 seen in Figure 6, For easter visualization of speed
differences hetween operators, display the plot box diagram for total ime change
over, a= seen in Figure 7, and the detail as seen in Figura &
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Figure 8, Detall ime checker chenge-over activiby

After a more in-dapth data check of each aperators activities, it was found that
there were significant differences with some cperators. s seen in fipure &, the
average operator speed of group 1 [Above 2 Years) when doing the change-over
activity is 29.7 minutes, and the Ind group & 37 minutes. Then the standard
deviation value of the 1st Operator group is better than the Z2nd operator group. So
from the analysis of this data, the speed of the 15t group operator and the Znd group
aperator 15 better than group 1 is caused by more extended group 1 operator
experience. Although there are already guidelines for the change-over process, skills
must be continwously trained so that the operator’s ability continues to improve.

Z.4. Improve

Internal activities by streamlining chamge-over activities choose the wision
system'’s application to eliminate the risk of errors, maintain guality factors, and
speed up the change-over process, The vision system consists of an object detection
module with the sensor head (camer), sensor amplifier, programmable logic
cantroller [PLC), and power supply. Az sean in Figure 9 is the configuration system
applied to this research.
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Figure 9. Configurabion spstem Vishon System fKavence, 2019)
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Lighting technigues and lights are already integrated with the camera making it
easter for researchers to conduct experiments guickly. The camera i mounted at a
distance of 220 mm from the object to be detected, The detected object’s size is 25
iy, sl the :_'|r$l.-|=rn will be motnbed on the mschine at a 5:|:|ﬂ:|:| S0k b}' Lhe p:nzumauc
systemt The camera acquisition configuration systermn wses a camers integrated with a
ledl light with a size of 0.5 Megapixals. Objects detected by the vision systern are the
structure’s cquality [incomplate part) and the quality of dimensions [following the
requirements standards). Experiments for image capture are carried out several
tithes to measure the process's stability, as =een in Figure 11. The detection step with
the vision sensor includes;

Step 1, The setting of image optimization

Set the image optimization for cearly imaging the target Adjust the image For
defining the differences in the high and low-quality- target Set the trigger option,
adjust the brightness, and imaging focus, as seen in Figure 10, an external trigger
tima chart is selected

(1] Htart imaging by inputting the trigger at an arbitrary timmg YWhen the trigger
delay interval is set, the imaging start time will be delayed in the spedfied period.
(2] Performs internal processing after imaging,

(3] Dutputs the status result
Trigger delay
o
1] |
Extemal Trigger ﬂ |_|
Imaging/ ntemal {2} r——% s
Procecsing S— i — e
(3]

Status Output “;;.{:

Figure 10, External trigger selected Hime chart

step 2, Registration of master Image, Image the high-quality target, and register the
master image to serve as the reference of judgment.

Step3. Tool settings, eet the tool to judge a target, set the tool onto the master image,
and set the thresheld for judgment.

step 4. Dutpul assignment, 3s51gn the finction to sutput to each cutput line

The quality of image processing will be hetter if the field of view [Fol) size = 18
mm % 25 mm with vision sensor distance to objects as far as 50 mm, and field of view
(FoV) size of 157 mm & 210 mm with vision sensor distance with objects as Far as
300 mm. Notonly does the quality of the structure have to be detected by the gystem,
but the guality of the dimensions §5 also absolutely detected, with the allowed
tolerance being below 0.1 mm.
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Figwre 11. Experiment (fustrelion

2.5, Conirol

External activities (activities performed while the machine is still running) and
convert internal o external processes have been implemented by the company.
Eliminating unwritlen activities in the order in which the change-over process is
intended to make the process run effectively and efficdently (Oakkand, 2008) {Hendi
Hertambang, 2020a). All change-over activities are documented on the computer by
creating graphic visualizations for easy translation by operators.

3. Result and discussion

The experiment has been completed with each product damage results can be
well detected by vision seusors. Then the asthor checks the accuracy of output data

from the Vision senser by using the statistic lest with gape study, as secn in Figure
12,
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A5 seen i Fill;l..ll'l! 12, data :I’..-:I'.rilil_',' ‘LE:’GIJI'IE o slimensiona  meEasuremenl S
excellent, with a Cg value of 2.34 and a Cghk value of 2.26. Furthermwore, this =
strengthened by repeatability and repeatability-biss values with B.SG6% and BEGH
wvalues, FEHFE-L'“\'E-‘J-‘. The struclure™s -'_'||.|r1'||lJ.' i collected from the ﬁnding:; al the
findings that have occurred and done grouping each product defect’s quallty. As seen
in Figure 13, the output of the visien sysbem can cepture well the standard product
[A), defects in the product structure in the housing (E), and defects in the product
structure on the pin ().

.f".yur: I3, uiput vision senvar

The total time reguired to change one type of product to ansther is & minutes, 5o
that change-over checker activity can be redeced significantly with detection level
also increased o non-contact detection. Thus, the HTA table activities, as seen in
figure 3, ranging from the 1st activite to the 4th activity, can be eliminated, with
minmimal risk of failure. After the experiment is complete, the authors validate each
aperator’s measurement reswlts using a new method of system vision, This is done to
find out the shift in 2 value from technology and control factors. From the resulis of
data processing, it is seen that there is an increase in the level of quality in the
quadrant of technological factors as seenin figure 14.
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3. Conclusion

The purpose of this study was to deteriming the effoct of adding elements of
technology [wision system) o the speed of the change-over process carried out by
operators with different working perieds. The findings of this study make several
contributions to the current literature. First, the use of a vision system in electronic
companies can speed up the change-over process within 7 minutes, previoushe it was
A7 minutes, as seen in fgure 15, Thiz achieverment succeeded in achieving the single-
digit minute target. Second. the use of the vision svstem can be done essily for
operators with different working periods, Third, the variation in the speed of bath
change-over activities is small, so it can be said that the speed of the change-over
process is the same for both. The change over process activity has been explained
using the Hierarchy Task Analysis (HTA) method. Fourth, four main manual activities
can be eliminated after implementation with the vision system, o that measurement
errors and measurement bias can be avoided. This research is lmited by the size of
the target object One source of wealkness in this study that can affect the length of
change-over aclivity is the size of the product detected. Thus, further research is
required for a viskon system that can be used for commion product sizes but has an
optimal Field of View [Fo¥] value.
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Abrsiract; Ol supply chains play o vital role e the doy-to-day finctioning of national
ecoronnies o oabstrieton In IS services con lead Lo dive consequences, For Dhis prrpose,
It is imperalive for oll supply chaing to be on guard against all prolable vidlneralbilities
and develop edeguate protection mechanisms, This resegrch. stidy olms to fdentiy the
most importent valmerabifities for ol supply cheins in the context of Pakiston, o
n'uh'ef-ﬂpr'n.g COUNLEY. Eﬁlb.\'ﬂtlruzhhf_p, thege J'ﬂ'errlr:ﬂe:.f virfrmerabilitier were tyed o .u'.l!:'i_grru
profection framework, embodying different supply chain copabillties. For this purpose,
this stdy employs o hpbrd Multi-Criteria Decisior Making approach, Rl Consistengy
Method [FLICOM ) has been used i prioritize vulnerabilities and Fuzzy Guality Funckion
Daployreat fQFDY has bean wsed bo fdertlf those capaldlities thot can ensure
protection against these vwlnerabilities. This study wiilizes secondary data for the
identification of velnerchilities ond copebifities through o comprehensive lterabure
review. In addition, primary dato hay been incorporated as relevant experts were aiked
to rote the lmportance of these Wentified velnerabllitles emd copabilities. Results
indicate that crude oll price instebility, fiel price shecks, wnpredictablle demand, and
informedion ond communication disruplions are the most impertant and catastrophic
vielnerabilitles |n the conbtext of Pokizsion's oll Industry. For mitigobon of thess
vitlnerabilities, ol supply chaing nead to incorporate real-time information sharing,
vigihility, e-procurement, traceainlity, and tronsparency os resilience measures These
rFecimmendaione are ﬂ_ﬁ:mﬂ'ﬁfﬂrﬂbfﬂ J'mpnﬂnm;:.e trr Porlistern’s oif .lﬂduwhj.' ared P.r.lf.l'q'-
making oubhorities, Moresver, this study fulffls the research gap by focusing on
enhancing the resilience of Pakistans of supply cheins with the ald of MODW
Lechniagues,
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1. Introduction

The oil industry is one of the key contributors to the global and national economies,
as it is one of the most significant and commonly dealt products. The worth of the oil
development, production, and distribution have a handsome share in a country’s
economy. Numerous economic sectors count on petroleum products as it drives the
generation of electrical energy, transport sector, heating in homes, industrial
operations, and fulfils residential needs. Globally, in 2016, it was estimated that global
annual and daily consumption of oil stood at 35,442,913,090 and 97,103,871 barrels
respectively (worldometers, 2021). The economic worth of a country can be estimated
by its production, refinement, transportation, as well as consumption of petroleum
products. Pakistan is a developing country, and like other countries, its economic
advent also relies on the active role of the oil industry. Its petroleum sector faces
frequent disruptions due to various policy, administrative, market-based, and
financial issues. The effect of these disruptions is realized in the form of losses to
national GDP and deterioration of the quality of life of citizens.

The effective and smooth operations of oil supply chains are often threatened on
account of their vulnerabilities, which are exploited by potential disasters. Thus, huge
losses to revenue, operations, quality, and other attributes are caused (Ponomarov &
Holcomb, 2009). These vulnerabilities are both intrinsic and extrinsic in nature. The
disruptions can be realized due to the occurrence of natural disasters, pandemics,
epidemics, and internal forces such as failure to incorporate different functions of the
supply chain. Moreover, the modern day’s turbulent and uncertain business
environment has also rendered supply chains more prone to looming disasters. The
traditional mechanisms to become profitable supply chains is also exposing
companies to new vulnerabilities (Tarei, et al., 2020). The increased number of threats
and risks associated with the vulnerabilities can destabilize the entire supply chain.
The cascading effect of this destabilization drives the company to a greater extent, and
the economic sector to a lesser extent, into chaos (Sheffi, 2005). Recently, the
coronavirus pandemic (COVID-19) has posed a serious threat to the sales and market
share of each industry. These increased disruptions and vulnerabilities ask for the
inclusion of Supply Chain Capabilities (SCCs) to become resilient (Christopher & Lee,
2004). Because if vulnerabilities are not timely mitigated, the consequences could halt
the supply chain operations which would, in turn, result in loss of revenue
(Ponomarov & Holcomb, 2009). The dilemma of vulnerabilities and disruptions is also
existent in oil supply chains. However, due to the crucial role of petroleum products in
national and global economies, the implications of these disruptions are more
execrable in nature.

The SCCs have the potential to act as resilient features and either prevent
disruptions or help the supply chain resume normal operations right after disruptions
(Pettit, et al., 2011). The concept of resilient supply chains is a universally accepted
and recognized agenda due to the prevalent vulnerabilities and complexities of the
global supply chains. The SCCs should be organized in such a way that they not only
mitigate risks but also deliver a sufficient amount of petroleum products in a
reasonable, reliable, effective, environmentally friendly, proactively administered and
socially acceptable manner (Sovacool, et al., 2011). A real-world application of
mitigating Supply Chain Vulnerabilities (SCVs) through SCCs enhances not only the
financial performance of the oil industry (Fan, et al, 2017) but also the overall
performance of the established supply chains (Thun & Hoenig, 2011).
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There are numerous SCCs and it is usually difficult and costly for supply chains to
adopt all SCCs. There is a need for a mechanism that can be employed to determine
which SCCs are most pertinent and relevant for respective supply chains. Thus, supply
chains would be able to identify the important SCCs and incorporate a limited number
of these SCCs or focus on these SCCs in order of their impact. This study proposes that
SCCs can be viewed as a tool to combat vulnerabilities. Therefore, SCVs can be used to
prioritise SCCs and thus supply chains can focus on these prioritised CCs according to
their importance.

This research study aims to identify and prioritize the supply chain vulnerabilities
with regard to Pakistan’s oil industry. Furthermore, these prioritized vulnerabilities
have then been employed to design a resilience framework, comprising supply chain
capabilities. These capabilities are also prioritized on the basis of their effectiveness
against vulnerabilities. Thus, the study’s primary hypothesis is to determine the rank
of SCCs for oil supply chains of developing countries. For this purpose, a hybrid
combination of two MCDM techniques has been used. Full Consistency Method
(FUCOM), a rather recent technique, has been used to assign relative importance
weights to supply chain vulnerabilities. Furthermore, Fuzzy Quality Function
Deployment (QFD), has been used to prioritize supply chain capabilities as per their
ability to combat the previously prioritized vulnerabilities and reinforce other
capabilities.

The full consistency method has been employed because it is an improved method
for the relative comparison of criteria. It embodies the advantages of qualitative
decision making and non-linear programming, thus assigning a reasonably fair value
for relative comparison of attributes. In this study, initially, SCVs have been compared
relative to each other and assigned with numerical values with the aid of the FUCOM
method. Moreover, the Fuzzy Quality Function Deployment tool was primarily
developed to incorporate customer preferences into product design. It prioritises
product design features that can ensure adherence to customer preferences. Lately, its
scope has been diversified and has been widely adopted in research studies. In this
study, it has been used to incorporate resilience against SCVs through SCCs.

The rest of this research study is structured as follows. The Introduction is followed
by Literature Review, where research studies relevant to the topic and methodology
have been discussed. Data Collection and Methodology elaborates the data collection
process and the analysis. Subsequently, the Result and Discussions describe the
results and policy recommendations. Finally, the Conclusion section concludes the
study.

2. Literature Review

Crude oil is considered one of the key sources of energy. It plays a significant role
in the day-to-day functioning of the world’s economy. The Oil Supply Companies
(OSCs) have multifarious structures with regards to the choice of products, consumer
markets, and operations (Ahmad, de Brito M, Rezaei, & Tavasszy, 2017; Saad,
Elsaghier, & Ezaga, 2018). Due to the complexity prevailing in the upstream,
midstream, and downstream functions, the oil supply chains are quite vulnerable to
disruptions. A research study emphasized and assessed safety risks and the overall
vulnerability in the oil industry by establishing a risk matrix. The study analyzed the
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consequences of the indicators such as accidents’ proportions, economic loss,
reputation loss, and environmental pollution (Tian, et al., 2018). The most dangerous
risk associated with OSCs is the financial risk. High price fluctuation within the global
energy market is one of the key threats to the financial stability of the oil industry
(Chikunov, et al., 2019). The recent shock due to the COVID-19 pandemic has also
severely destabilized the energy sector, global economic growth, and geopolitics
(McNally, 2020; Buki¢ et al. 2021).

Similarly, a study addressed vulnerabilities within remote operations of the oil
industry including technical information and communications-based risks,
organizational risks, and risks associated with human factors (Johnsen, et al., 2007).
From the perspective of developing countries, the Nigerian oil industry was assessed
with political risks (Frynas & Mellahi, 2003). The researchers concluded that it has
varying effects on transnational firms. In some cases, firms underperform while in
other cases, firms can get benefits under certain circumstances. In addition, (Bimha,
et al, 2020) analyzed the Zimbabwean petroleum industry with respect to the
uninterrupted flow of quality products at reasonable prices. The top fifteen oil-
importing South Asian countries were assessed on the indicators like geopolitical risk,
transportation risk, oil price unpredictability, and US dollar instability (Igbal, et al.,
2020). These risks result in poor performance and competitiveness at both micro and
macro levels.

In past decades, supply chains have been challenged by vulnerabilities in the shape
of disasters and have thus left an impact on society and ecosystems (Sodhi, et al,,
2012). Resilient supply chains are required in order to tackle the frequently occurring
and severe vulnerabilities. Numerous research studies have been conducted on
resilient supply chains which focus on capabilities that help to confront such
vulnerabilities. The pseudo-resilient supply chain concept was introduced in a study
where the supply chain performs much better with the inclusion of risk management
capabilities (Rajesh, 2018). A Decision Support System (DSS) was developed keeping
in view the Indian petroleum supply chain. Managers can select a suitable risk
management strategy and accelerate the execution of risk management enablers
(Tarei, et al., 2020). SCCs sum up all such resilient measures to cope up with the
vulnerabilities prevailing in any business. A study identified the problem of low
visibility and integration in the supply chain and proposed three top resilient
measures which include contingency plan, monitoring and maintenance, and the
supply chain relationship management (Lam & Bai, 2016).

The complexity of oil supply chains requires effective supplier selection and close
relationships to overcome the uncertainty. Researchers developed an integrated
approach for supplier selection within Iran’s oil industry to ensure a continuous
supply stream (Kaviani, et al., 2019). The logistics network of OSCs is also exposed to
vulnerabilities. A study discussed the uniform commercial code related to OSCs
management issues and developed several strategies to improve the supply chain
(Chima, 2007). Another research focused on European Union’s oil supply chains and
observed that there is a robust resiliencmechanismsm in place, however, it needs to
be synchronized (Urciuoli, et al, 2014). (Hossain, et al, 2019) employed a
Bayesianetwork-based approach to explore resilience in oil and gas supply chains. In
addition, (Alfaqiri, et al., 2019) focused on Africa as a case study and investigated the
existence and applicability of the complex system governance in the context of risks in
oil supply chains. However, the demand side of oil supply chains, especially in the
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context of developing countries, has not been adequately addressed from the
perspective of oil supply chains.

The adoption of blockchain in supply chains is a modern trend and has gained
widespread popularity. Blockchain can enhance OSCs performance with unique
features like real-time information sharing, cybersecurity, transparency, reliability,
traceability, and visibility (Aslam, et al, 2021). The important and essential
technologies of blockchain implementation in OSC has been discussed in a study with
four features including trading, management and decision-making, supervision, and
cybersecurity (Lu, etal., 2019). Traceability was ranked as the highest core innovation
technology to exploit existing SCCs and resources (Hald & Kinra, 2019). Blockchain
features including information transparency, information immutability, and effective
contracts have a positive impact on partnership growth (Kim & Shin, 2019). Aresearch
study identified the disrupted vulnerabilities like piracy in 0SCs by providing a holistic
complex system of governance (Alfaqiri & Pinto, 2019). Furthermore, issues related
to poor governance including weak regulatory system, poor policy regarding oil
industry operations, logistics and communication challenges weaken the existing SCCs
and industry competitiveness (Bimha, et al.,, 2020).

FUCOM is a Multi-Criteria Decision-Making (MCDM) technique, and it was
developed by (Pamucar, et al., 2018). It has found several applications in determining
the weight coefficients of the relative importance of attributes in consideration.
(Pamucar & Ecer, 2020) presented the Fuzzy FUCOM approach and applied it to the
evaluation of green suppliers. The authors compared the results of Fuzzy FUCOM with
Fuzzy Analytical Hierarchy Process and Fuzzy Best Worst Method and thus confirmed
its vitality. A research study combined FUCOM approach with D numbers and the
Fuzzy RAFSI method for the development of a hybrid decision-making model (BoZani¢,
etal,, 2021). Similarly, (Durmi¢, etal., 2020) used FUCOM in addition with Rough SAW
approach. Another research used FUCOM with the MABAC model in a decision making
research scenario (Bozanic, et al,, 2020). Thus, there is evidence from the literature
that FUCOM has been used in addition with other decision-making techniques.

The Quality Function Deployment (QFD) technique was developed in the 1970s by
Akao in Japan. QFD, being a comprehensive and extensively recognized quality
management tool, was developed to translate customer requirements into
characteristics of process or product (Akao & Mazur, 2003). This is achieved by
building a House of Quality (HOQ). The needs can be identified through the help of past
literature and questionnaire survey from managers and employees. QFD has proven
to be a systematic process to resolve the key issues involved in any process. Lately,
QFD has been widely used for the selection of strategies, risks, supplier selection while
using the weight derived from decision-making tools (Lima-Junior & Carpinetti, 2016;
Chen, Ko, & Yeh, 2017). Fuzzy set theory was developed for the mitigation of
uncertainty in qualitative judgments (Zadeh, 1965). Fuzzy QFD has been used in a
variety of studies. (Wang, et al., 2020) used Fuzzy QFD for developing a system
collaborative framework for designing quality products. (Deveci, et al, 2019)
employed Fuzzy QFD and developed a framework for quantitative assessment with
regards to customer satisfaction in public transportation. Similarly, a study designed
a safety methodology with the aid of Fuzzy QFD (Fargnoli, et al., 2018).

This research study contributes to the literature and addresses the research gap
from two perspectives. Firstly, it focuses on mitigating vulnerabilities in oil supply
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chains in the context of developing countries. Oil supply chains in developing countries
lie on the demand side in the supply chain spectrum have not been given adequate
attention in the literature. Thus, the results of this study would be of considerable
significance to developing countries and aid them in enhancing the resilience of oil
supply chains. Secondly, this study has used a novel combination of research
techniques for addressing supply chain vulnerabilities with supply chain capabilities.
The proposed combination ofresearch toolsi.e.,, FUCOM in association with Fuzzy QFD
has rarely been used to address the vulnerabilities and design a resilience framework.
Thus, the results of this study would not only add a unique perspective to the existing
literature regarding risks in oil supply chains but also propose a research framework
that can be adopted for enhancing resilience in other sectors.

3. Data Collection & Methodology

This research study is focused on the evaluation of adequate supply chain
resilience capabilities against the most important and common vulnerabilities, in the
context of Pakistan’s oil industry. The study utilizes a unique combination of FUCOM
and Fuzzy QFD methods to conduct the analysis. The finalized vulnerabilities and
capabilities are presented in Table 1 and 2, respectively.

Table 1. Supply Chain Vulnerabilities

Categories Vulnerabilities References

Resource Unavailability (Sovacool, etal,, 2011); (Feygin &

Demand and Satkin, 2004)
Supply . . (Zhang, etal., 2013); (Yang, et al., 2014);
Vulnerabilities Oil Dependence Risks (Li, et al, 2014)
Supplier Disruptions (Sun, etal,, 2017); (Alfaqiri, et al., 2019)
Firancial Crude Prices Instability (Kaufmann, 2021061)(,9)(Alfaq1r1, etal,
Vulnerabilities Economic Recession (Hanabusa, 2010); (Blos, et al.,, 2009)
Refined Fuel Prices Shocks (Blos, et al., 2009)
Social and Political Geopolitical Risks (Blos, etal,, 2009); (Igbal, et al., 2020)
Vulnerabilities Transportation Risks (Sun, et al., 2014); (Wu, et al,, 2009)
Pandemic/Epidemics (Mhalla, 2020)
Natural Hazards (Badida, et al,, 2019)
Political Instability (Blos, etal,, 2009); (Block, et al., 2015)
Operational . (Davis, 2018); (Zhu, et al., 2020);
Vulnerabilities Demand Fluctuations (Berget, 2020)
Information & (Giri & Sarker, 2017); (Aslam, et al.,
Communication 2021); (Kshetri, 2018)
Disruptions
Lack of Research & (Kraal, 2019)
Development
Inadequate Government (Imbun, 2019); (Aung, 2017); (Akrofi &
Policies Antwi, 2020)

The proposed combination is novel as it integrates the two techniques, by utilizing
the relative importance weights deducted from the FUCOM analysis in the Fuzzy QFD
analysis. In the first step, an extensive literature review was conducted to identify
supply chain vulnerabilities and capabilities. It resulted in the identification of several
factors, and for maintaining relevancy and reduction of redundancy, a total of fifteen
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capabilities and vulnerabilities were shortlisted. In addition, a panel of experts was
also consulted for shortlisting these factors.

Table 2. Supply Chain Vulnerabilities

S. No. SC Capabilities References
1. Minimization of Shutdown Period (Machado, et al., 2020)
2. Compliance with Regulatory (Myasnikova, et al., 2019);
Developments (Sanchez, et al,, 2019)
3. Improved Reliability (Aslam, et al., 2021); (Hasan, et
al.,, 2020)
4. Real-time Information Sharing (Aslam, et al,, 2021); (Hald &
System Kinra, 2019); (Queiroz, et al,,
2019)
5. Transparency (Aslam, et al,, 2021); (Cole, et
al., 2019); (Kim & Shin, 2019)
6. Traceability (Aslam, et al., 2021); (Hasan, et

al,, 2020); (Kshetri, 2018);
(Song, et al., 2019)
7. Visibility (Aslam, et al,, 2021); (Kim &
Shin, 2019); (Kshetri, 2018) ;
(Rogerson & Parry, 2020)

8. E-Procurement (Aslam, et al,, 2021); (Tie &
Cheng, 2015)

9. Risk Management Culture (Ahmad, et al., 2016); (Pagell &
Wu, 2009)

10. Improved Forecast Reliability (Chima, 2007); (Vonderembse,
etal, 2006)

11. Timely and Effective Delivery (Ako, 2012); (Ablo, 2015);

(Chang, et al,, 2011)
12. Continuous Supply Stream of (Neiro & Pinto, 2003)
Products
13. Product Quality in Compliance with (Wei, etal,, 2019)
Specifications
14. Unbundling/Decentralization of (Agrell & Bogetoft, 2017)
Authority in Petroleum Industry
15. Managing Bullwhip (Rajesh, 2018); (Mackelprang &

Malhotra, 2015)

The techniques used in this study are reliant on expert opinion for assigning
importance and adequacy weights to attributes. Therefore, a questionnaire was
developed which comprised of three major parts. In the first part, the experts were
asked to gauge the relative importance of each attribute, and in the second part, the
experts were asked to rate the effectiveness of each capability against vulnerabilities.
The third part focused on the nature of bolstering or undermining the relationship
between capabilities. The experts’ panel was comprised of reputable managers in the
oil industry. These experts, as shown in figure 1, were serving in refineries,
exploratory firms, OMCs, and the Ministry of Petroleum. A total of eleven responses
were gathered which are sufficient, considering the detailed nature of the
questionnaire and the usual sample size used in MCDM techniques. The
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guestionmaires were Mlled after a detailed bricfing to experts and their gueries
regarding various aspecs of questionnaires were addressed.
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Figure I. Experts’ Panel

A1, Fully Consistency Method (FUCOM)

Fully Consistency Method {FUCOM) is 8 Multi-Criteria Decision Making (MCDM)
techniguie, developed by (Pamuiar, et al, 2018), FUCOM has been employed o paugo
the relative efectivensss of supply chain vulnerabilities, as each vulnerability has a
different level of importance owing to its probability, severity, costs, and other aspects.
The various steps invobved in the FUCOM method are explained below.

Step 1: The set of Factors, whose relative importance is to be gauged, is identified.
A questionnaire is formed, and the experts are asked to respond on a Likert scale,
determining the importance of each factor.

Step 2: The average importance weight for each factor is determined and the
factors are ranked in the decreasing order of their weights,

SCV iy = SCV jn > 50V iy » i ™ BCV i1 1

Where SCV represents the supply chain vulnerabilities, and | represents the ranks
af criteria when arranged in an order,

Step 3 Comparative priorities of eriterta, which represent the advantage of criterla
over ather criteria, are determined with the aid of equations 2 and 3.

BC¥;
@, = F
J"_lii-:l BV {. .]'
D= By By e e e Bl (3]

Step 4: A non-linear programming model is constructed, which essentially
comprises of two conditions,

The rabie of final wekght coefficients of criteria equals the respective comparative
priority.
R ()

LUy FE7] By

The condition of mathematical transitivity is fulfilled by the weight coefficients.
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W ; aj aj
A B O bt ] (5)
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Step 5: The final weight coefficients are determined by forming and solving a
nonlinear programming model. The standard format of the model is given below.

These weight coefficients are later used in the Fuzzy QFD analysis, explained in the
next section.

min x

s.t.

W :
| o= ¢y, | < XV

I/l/}‘+1 j+1
I s ¢ ¢ | < xVj
— . * - <y,

W}‘+2 ]/j+1 ]+'/j+2 X

n
ZW] = 1,

j=1
w; > 0,V (6)

3.2. Fuzzy Quality Function Deployment (QFD)

Quality Function Deployment alternatively knows as, House of Quality is a tool
developed by Akao, a Japanese researcher (Akao, 1990). Originally, it was designed to
translate customer requirements into product design. However, its scope has lately
been diversified and it's widely used in scenarios where there are sets of clearly
defined challenges and solution strategies. The challenges and strategies are referred
to as WHATSs and HOWSs respectively. In this study, the supply chain vulnerabilities
and capabilities constitute WHATs and HOWs.

QFD analysis is also dependent upon the experts’ response, which inherently
contains vagueness or uncertainty up to a certain degree. In order to mitigate this
uncertainty, Fuzzy Set Theory developed by (Zadeh, 1965) has been incorporated in
the QFD. The Fuzzy set theory considers the relative importance of attributes instead
of absolute judgments. The various steps involved in Fuzzy QFD analysis are explained
below.

Step 1: The WHATSs and HOWs for the QFD model are identified and expert opinion
is gathered. Experts’ panel is asked to respond on a Likert scale, regarding the
effectiveness of each strategy against a challenge, and the supporting or diminishing
role with respect to other strategies.

Step 2: The final weights derived from the FUCOM analysis for SCVs are used as the
importance weights of strategies or WHATS in the QFD model. This step embodies the
methodolgoial contribution of the study as it incorporates the relative importance
weights derived from the FUCOM analysis, instead of absolute weightages given by
experts. Thus, the relative importance weights increase the authencity of the weights
and improve the overall analysis.
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Step 3: The Relationship matrix is constructed, between WHATs and HOWSs. The
(i,j) entry in the matrix shows the strength of jth HOW in achieving ith WHAT. In this
case, it represents the ability of jth capability to mitigate ith vulnerability. The matrix
is developed, based on the average value of expert responses. The experts are asked
to rate the effectiveness of each strategy against each challenge on the Likert scale
given in Table 3.

Table 3. Linguistic Scale for Relationship Matrix

Degree of Relationship
Degree of Relationship Fuzzy Number
Strong 0.7 1 1
Medium 0.3 05 07
Weak 0 0 0.3

Step 4: The Correlation matrix is constructed between HOWSs. It represents the
nature of the relationship between various HOWS. The (i,j) entry in the matrix shows
the relationship of ith HOW and jth HOW. In this case, it represents the relationship
between supply chain capabilities. The matrix is developed, based on the average
value of expert responses. The positive values show supporting relationships while
negative values show a damaging relationship between strategies. The experts are
asked to rate the effectiveness of each strategy against each challenge on the Likert
scale given in Table 4.

Table 4. Linguistic Scale for Relationship Matrix
Degree of Correlation

Degree of Relationship Fuzzy Number
Strong Positive 0.3 0.5 0.7
Positive 0 0.3 0.5
Negative -0.5 -0.3 0
Strong Negative -0.7 -0.5 -0.3

Step 5: The relative importance weights of each HOW are calculated from the
relationship matrix, with the aid of equation 7.

Rl; = =1 W * Rj (7

Wherej = 1,2,..,m and (R] = RjU' RjM' R]U)

Here Wirefers to the weight coefficients calculated from FUCOM analysis, while Rj;
represents the entries of the relationship matrix.

Step 6: The priority weights are calculated with equation 8.

where j =1,2,., mand (R[] = RI;.*, Rljy", Rliy")

Here, T refer to the entries of the correlation matrix.

Step 7: The priority weights are normalized by the division of each value by the
maximum value of priority wights. Subsequently, the priority weights are de-fuzzified
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via geometric mean. The HOWs are then ranked in the descending order of the de-
fuzzified weights.

4., Results and Discussion

The results and discussion section is divided into two parts. The first part focuses
on the results of the FUCOM analysis while the second part elaborates on the results
of the Fuzzy QFD analysis.

4.1. FUCOM Analysis — Supply Chain Vulnerabilities

The non-linear programming model of FUCOM analysis resulted in final weight
coefficients given in Table 5.

Table 5. Rankings of SCVs derived from FUCOM

Rankings Supply Chain Vulnerabilities Weight
1 SCV 4 Crude Prices Instability 0.096
2 SCVe6 Refined Fuel Prices Shocks 0.093
3 SCv12 Demand Fluctuations 0.083
4 SCV13 Information & Communication 0.083

Disruptions
5 SCV 15 Inadequate Government Policies 0.080
6 SCV 3 Supplier Disruptions 0.069
7 SCvi1 Resource Unavailability 0.067
8 SCv 2 0il Dependence Risks 0.065
9 SCvo Pandemic/Epidemics 0.065
10 SCV 14 Lack of Research & Development 0.065
11 SCV5 Economic Recession 0.056
12 SCv 8 Transportation Risks 0.049
13 SCv11l Political Instability 0.048
14 SCv7 Geopolitical Risks 0.046
15 SCV10 Natural Hazards 0.035

The weights coloumn of the anlysis indicate the final relative weights assigned to
SCVs. Each of the SCVs have been assigned with a weight between 0 and 1, and the sum
of all these weights equal 1. These weights indicate the priority of each vulnerability
with respect to other vulnerabilities, and the higher weights indicate increased
priority.

The FUCOM analysis indicates that crude oil price instability is a top-ranked
vulnerability, which can jeopardize the steady operations of oil supply chains. Crude
oil price instability is directly associated with stock returns of oil companies,
production costs, diminished profit margins, inability to meet consumer demand,
inventory costs, and policy fluctuations (Apergis & Miller, 2009; Arouri & Nguyen,
2010). However, this vulnerability is inherently extrinsic in nature as crude oil prices
are primarily determined by the Organization of Petroleum Exporting Countries
(OPEC). Moreover, fuel price shock occupied second place in ranked vulnerabilities. In
Pakistan, usually, fuel prices are revised on a fortnightly basis. Thus, there are constant
speculations about expected trends or policy decisions, and OMCs respond
respectively. In case of lower expected prices, these companies try to delay
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procurement and in case of higher prices, the ignominious practise of hoarding takes
place.

Unpredictable demand proved to be yet another vital risk in the petroleum sector.
The recent COVID-19 pandemic exhibited a strong and unpreceded fluctuation in
consumer demands. OPEC asked its petroleum sector to cut oil production by a record
of 10 million barrels per day in May 2020, which was still not sufficient to minimize
the gap between demand and supply (IEA, 2020). Since the lockdowns are expected to
happen routinely in a near future due to the ravaging nature of the pandemic, and
other reasons, consumer demand would remain unpredictable and would thus
adversely affect oil supply chains. Information and communication disruptions are
also prevalent in the petroleum industry of Pakistan. These disruptions have severe
disastrous impacts on the functioning and operations of oil supply chains. These
disruptions cause supply-demand imbalance, financial mismanagement, and
increased operational costs. Thus, the ranking derived from FUCOM analysis is
justifiable and there is a need to design preemptive strategies which should help in
overcoming these vulnerabilities.

4.2, Fuzzy QFD Analysis — Supply Chain Capabilities

The results of the Fuzzy QFD analysis are presented in the Table 6. The RI coloumn
lists the relative importance weights of SCCs. These weights indicate the strength of
each SCC with respect to combating SCVs as per their importance, and the capacity of
each SCC to withhold/support other SCCs.

Table 6. Rankings of SCCs derived from QFD

Rankings Supply Chain Capabilities RI
1 SCC4 Real-time Information Sharing System 0.38
2 SCC7 Visibility 0.37
3 SCC8 E-Procurement 0.37
4 SCCé6 Traceability 0.36
5 SCC5 Transparency 0.36
6 SCC15 Managing Bullwhip 0.33
7 SCC9 Risk Management Culture 0.30
8 SCC3 Improved Reliability 0.29
9 SCC11 Timely and Effective Delivery 0.28

10 SCC12 Continuous Supply Stream of Products 0.28

11 SCC10 Improved Forecast Reliability 0.27

12 SCC1 Minimization of Shutdown Period 0.24

13 SCC13 Product Quality.in C(?mpliance with 0.08
Specifications

14 SCC?2 Compliance with Regulatory Developments -0.06

Unbundling/Decentralization of Authority in

15 SCC14 Petroleum Industry

-0.12

The results of the Fuzzy QFD analysis are presented in the table 6. The RI column
lists the relative importance weights of SCCs. These weights indicate the strength of
each SCC with respect to combating SCVs as per their importance, and the capacity of
each SCC to withhold/support other SCCs.

The results of the Fuzzy QFD analysis present strong evidence for the need for the
incorporation of blockchain features in Pakistan’s petroleum supply chains. The top
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five capabilities, prioritized as a result of Fuzzy QFD analysis are associated with
blockchain features and practices. The top-ranked strategy that would mitigate most
vulnerabilities and play a supporting role with regards to other capabilities, is the real-
time information sharing system. Its incorporation would lead to the smooth
functioning of the business activities and effective communication within and between
business entities (Wanga, et al., 2020). It would also aid in improved forecasts as the
varying trend of demand and supply can be instantaneously accommodated in the
forecasting mechanisms (Zhoua & Benton, 2007). The information system would
provide accurate information regarding the status of availability of crude, demand at
the downstream end, and the transportation associated with OSCs. Thus, its
incorporation would lead to mitigation of vulnerabilities as respective authorities
would be better able to track down instabilities and interruptions, conduct effective
planning, design preemptive strategies.

Similarly, the adoption of visibility as a vulnerabilities mitigation mechanism
would serve in a variety of ways. It would enhance focus, monitoring, and control of
the entire operations of oil supply chains (Bartlett, et al.,, 2007). There are several
products involved in the 0SCs and each product has a distinct route, source, and
destination. In addition, there are supporting roles for ensuring the smooth delivery
of products. Visibility would maintain coordination between all these segments of
operations.

Furthermore, E-procurement is another rapidly growing modern trend that
enables purchasing via digital means. It reduces delivery time, provides better
bargaining options, increases accountability and transparency, and minimizes
communication disruptions (Jelassi & Martinez-Lépez, 2020). E-Procurement can also
reduce severity or impact in case of occurrence of disruptions. It also reduces
significant costs through reduction of lead time, effective resource planning, and
reduction of inventory levels.

Traceability has also proven to be a dominant feature with regard to resilience in
supply chains. It helps in mapping down the processes and the complete journey of
petroleum products in the oil industry. Petroleum products require adequate and
well-designed safety and quality measures, which can be improved with traceability
mechanisms as companies are in knowledge of where, when, and how their products
are coming (Malik, et al., 2021). It also aids in protective mechanisms against physical
thefts in vulnerable areas.

Supply chain transparency is another feature that increases acceptibilty and
success of supply chains (Jabbar, et al.,, 2021). Transparancy refers to the practice of
communicating information, functional status, operationa; standards, and impact
within supply chains, to upstream and downstream linkages and customers
(Gardnersa, et al,, 2019). Trasnparancy in supply chains assure customers and other
associated entities that supply chain’s practices align with their ethical, functional, and
busuiness values. Thus, it increases confidence in supply chains and associated entities
are able to positively engage with the supply chain. Ensuring transaparancy is also a
blockchain feature, and with the use of digitial communication, artificial intelligence,
and industry 4.0, the information can be gathered, analysed and broadcasted to
respective audience (Saberi, et al., 2019).

In addition to the five discussed SCCs, all the other SCCs with positive RI values are
viable strategies and should be incorporated in oil supply chains of Pakistan. However,
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in case of time, cost, or other constraints, priority should be given to the top five
ranked strategies. The incorporation of top five SCCs would enable Pakistan’s oil
supply chains to track demand, disruptions, variations and respond proactively to
these challanges. It would also aid in effective monitoring of market and operational
status, effective planning, and optimized distribution of resources. These benefits
would lead to stability in the overall oil industry and government authorities would
be able to design and implement improved policies. Companies operating the in
upstream and downstream of 0SCs would also be able to gain functional insights.
Thus, the supply chain data management support system, if integrated with the
products, materials, suppliers, and governmental bodies, would provide numerous
benefits.

5. Conclusion

The oil industry is one of the key determinants of the effective functioning of
national economies. Its smooth, timely, and efficient supply reinforces other sectors of
the economy while interruptions in its services lead to deleterious effects on the
overall economy. Therefore, it is pertinent for government authorities and private
sectors to design preemptive strategies that could identify and minimize the impact of
vulnerabilities. This research study aimed to identify and prioritize various supply
chain vulnerabilities that could occur within Pakistan’s oil industry. Subsequently, it
identified and prioritized supply chain capabilities that can improve the risk
mitigation profile of Pakistan’s oil industry.

This study employed a combination of FUCOM and Fuzzy QFD, MCDM techniques,
for analysis. FUCOM was used to rank the supply chain vulnerabilities while Fuzzy QFD
aided in prioritizing supply chain capabilities in order to preemptively deal with the
vulnerabilities. A total of ten supply chain vulnerabilities and ten supply chain
capabilities were identified from the literature and analyzed. Results indicated that
crude price instability, fuel price shocks, unpredictable demand, and information and
communication disruptions are amongst the most important vulnerabilities. In order
to reduce the impact of these vulnerabilities, oil supply chains should incorporate real-
time information sharing systems, visibility, e-procurement, traceability, and
transparency practices in every aspect of their operations. These strategies are
associated with the blockchain technologies, that are gaining popularity day by day.

Pakistan is a developing country whose oil industry and its intermediaries are
lagging in terms of financial performance. The mitigation of vulnerabilities would lead
to relative stability, increase the confidence of investors, boost economic activities and
thus improve the quality of life of citizens besides bolstering economic activities.

This research study has few limitations as it relied only on qualitative judgements
of experts and first hand numerical data was not incorporated. Moreover, the experts
panel was limited in geographical context, as all the experts had professional
experience in a common country. In future studies the analysis can be improved by
feasibility analysis of the recommended features, pilot studies relying on firsthand
data, geographical expansion of experts’ panel, and the factors considered in this study
can be further diversified. In addition, the comparative analysis with the established
methodologies and proposed methodology can also be conducted.
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Abstract: Multiple response surfoce methodology [MESM ] has been the fovorite method
for optimizing multiple response processes though it has tweo weoknesces which
challenge the credibility of its salutions. The first weakness is the use of experimentally
generated small sample size dotrsets, and e second i the sefaction, wsing classical
model selection criteria, of simgle best mogeals for ench response for wse in simufianeous
optimization to obtain the optimum or desired solution Classical model sefection
criteria do nol clways ogree on the best mode! resulting in model sncertainty. The
sefectian of single best models for ench resporse for simultoneons optimization loses
informaotion in rejected maodeis. This wark proposss the iise of multiple simuitameous
aptimizations b estimate multiple solrtions that are ensembied in solving & conveyor
belbing cure Hme problem, The soluion iz compared with one obfained by simulionaous
aptimization of single best models for each response. The bwo resulls were different,
However, resultz show that it 17 possible to ebtain a more credible solution through
ensembling of selitions from mulliple simeltaneons oplimizobions,

Hﬂ_]:-' Ty Mu:.l.lt.irﬂpunﬂ .'.'Lrlj"u'r.'d rmlhrhl'nfﬂ'g:p: a'.rr.'rwnfn.l'ing. dr'n;m'r'l':I'.I'.II;I:|.I nf mrlfl'.".'_,
sodution nacertainty, small somple pize prabloss, cimpltaneois optimiotisn

1. Introduction

The mining industry is at the heart of the Southern African Development
Community (SADC) region's economic activities and development. Conveyor belts are
critical for conveyance of bulk ore over distances and through various stages of
processing. The regional product quality standard minimum requirements for general
purpose rubber covered conveyor belts for the mining industey were amended. The
componant adlhesion requirement was increased from SN mm o 7N mim However,
key customers were insisting on a minimum of 100 /mm adhesion and 60° Shore A
rubber compound cover hardness, Aller redesigning of the specifications of rubbear
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compounds, a client manufEcturing company reguired optimum cure Bmes [T, which
would ensure a minimum of 12N/ mm adhesion and 60" Shore A hardness, o be
determined for the vulcanisation of different conveyor bell thicknesses (R for use in
shop-floor work instrections,

Variable Inputs Fixed Inputs Variable Outputs

Cure Temperaturs
(150°C)

|

Cure Time, T; [minutes) == *

B dhesion[Tc. Rt] =

CONVEYOR
BELTING e
VULCANIZATION
Rubber Thickness Ry ™ =
[mm] Hardness{Tc. RE) =
a0"Shore

Cure Pressure (1 30psi]

Figure 1, Hiustrating the conveyor belting wilcanization process problem

Given the {llustrated process in Figure 1, it was thus intended to estimate credible
cure times (1] for given rubber thicknesses (R, as shown in Table 1 below:

Table 1. Showing the expected solution
Ry(mm) 7 & 9 10 11 12 13 14 15 16 17 18 19 20
T: {mil‘l ' :| T]' Tﬂ TH‘ i i i i i i i TH_

For manufacturers, optimum cure time (T:) is critical for product quality and
production process productivity, Geod adhesion between conveyor bell components

feovers, skims and reinforcement fabrics] ensures that they do not separate during
heavy duty operations in the mines. The tep and bottom rubber covers protect the
reinlorcement fabrics, therefore hardness is essential for wear resistance W the
abrasive mining operational emvironments. The separation of belting components
during heavy duty operation and excessive rubber cover wear are the two major
failures of conveyor belbing durmg mining operations. Increasing adhesion between
belting components and cover hardness ensures more belting life and therelors lower
milning operational costs, Bevond just providing a seluticn 1o the cllent company, the
study sought to recommend to the conveyor belt manufacturing indusiry a credible
and eflicient ool for copverting changes in product standard  requirements o
production  process  input  parameters, Qualdiny and  productivity  are critical
manufacturing Indusiry competitive factors and the speed of sweccessfully
implementing change |= cridcal in any Industry as [t gives first mowver advantages. This
work is of interest, therelore, to eperations researchers, industrial engineers and
business management strategists in the conveyor belting manufBcturing industry.

) |
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The authors could nol find anywhere in literalure were cure Umes per given
conveyor belt thickness were estimated for the volcanisation process of generval
purpose rubber covered comvevor belting. Literature only gives methodologies for
E:I!In'lﬂl:[ns the cure Gmes of different rubber ¢|:|m|:||:m:1.d.'a- A rubber coverad conveEyor
belt ks constructed from a rubber cover compound, a rubber shim compound [which
provides the bonding stremgth betwean components) and reinforcemant fabric. These
components individually contribute to the ovarall vulcanization time due to difforant
heat conductivities

In this work, the sufficiency of the contemporary multiple response surface
methodology (MRSM) framework in estimating a credible solution to the problem was
critigued and two major weaknesses identified. Firstly, it s statistically dificult to
extract credible process information from small sample size MRSM datasets. Secondly,
e selection of single best models for each response for simulteaneous optimization is
prong to (1) loss of information in the rejected response models and (2] model
uncertaingy as model selection criteria do not always agree on the best model, This
work proposes the use of multiple simultanecus optimizations to estimate multiple
selutions that are then ensemblied, to account for the two weaknesses in the MESM
framework, In solving the conveyor belting cure time preblem, Hesults suggest that
the proposed ensemble system can provide a credible solution to the problem.

2. Literature Review

L. 1. Bubher technology perspective

A number of technigues have been proposed In rubber technology literature to
estimuate the cure time of rubber products such as nuclear magnetic resonance
spectroscopy, differential scanning calorimetry, dynamic mechanical analysis,
adaptive neuro-luzzy inference systems, equivalent cure concepl, and artificial neural
networks and finite element analvsis (Gatos and Earger-Kocsis, 2004:; Karaagic et al.
200 1: Gowgh, 2017}, The accepted basic tood of cure time estimation is the rheograph
[Appendix A} which shows how the shear strength of 3 sample of rubber changes with
time during vulcanization. The rheograph does not consider the case where there are
different layers of constituent rubber compounds and other materials such as
conveyor reinforcement fabric [nylon and/or polvester). The conveyor belting case
requires s multiple factor and multiple response simultaneous optimisation solution
methodology, henee the shift to multiple response surface methodalogy [MRSM],

2.2 Mukltiple response sarface methodology (MIRSM)

L) [ 3
.' Graphical approachs J
Tharmset Rempoase modelling
| Eeneratica = & moisl Eslectics = —‘-"'L Priority based approaches J

z::..f Single-ralue pzaler methods ]

Figure 2. Showing the conbemporary MRSM framework
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MESM is an important ool for optimising manufacliring processes in industry. [t
is a collection of mathematical and statistical technigues that are uselal for (he
modelling and analysis of problems o which multiple responses are influenced by
several variables and the objective of the analysis is 1o optimize the responses by
determining the best seftings of the input variables [Myers et al, 2006; Hejazi et al,
2017 Ehuri, 20017 _| i F'-IEI.II'\E' 2 the MRESM da l::sn:LHuanln:m -‘:I.:Lﬁe.hl:g_.!;l:'ﬁ 1], hvlves
deglmning and running screening and MREM experineents [Myers et al, 2016) The
stage (3] are the solution methedelogies for estimating the oporating conditions that
aptimise all the responses or at lzast keep them in desired ranges.

MRESM experimental designs are constructed to eliminate or minimize correlations
e tween chosen variables which allows independent estimation of variable efhects and
their potential interactions [(Myers et al, 20016; Khuri, 2017; Makela, 2017). Examples
Iinclude central composite designs (CCD), Box-Behnken, Orthogonal Arravs, Placket-
Burman, and computer-generated optimal designs [Mvers et al., 2016; Khuri, 2017,
Alhorn et al, 201%). The strength of MRSM is in efficient experimental designs (Khuri,
2017, However, statistically, it s difficult te extract credible population information
from small sample size datasets [Rawlings et al., 1998; Yuan and Yang, 2005; Xu and
Goodacre, 2018; Jenkins and Quintana-Ascencio, 20207, This is the first wealmass that
requires Lo be acceunted lor o oblain credible salutions,

¢I|'|1|mlp.'.al.in11 in MBESM 5 multi-objective In nature, and 15 pnrrnrml:-n:i alter
regression modelling and model selection of single "best” models for sach response
{(Myers et al, Z016; Khurl, 20173, MRSM solution methodologies rely heavily on
classical model selection criteria for choosing the best model for each response Tor
simultansous optimdsation. This the second weakmess of the contemporary MRSM
framework. Prohlemns associated with the contemporary MRESM contextual framewaork
are presented in Figure 3 bebow.

K WEAKMESS IRVEPLICATICNMNS

1 e e . Model over-& underfitting ( Burnham & Anderson, 2002)

Model & criteria uncertalaty [Schomaker & Heunanm,

201H)

Datases uncertainty [Myemsetal, 2014)

Figwre 2 Prodlems related b the coment MREM conbextangl fromewark
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I this pisper, the authaors |_:||.'r.|11|;|.1||:~|.1 and uiihized a movel solution rrrul,hu:h:luﬂ}' that
accounted for the bao weaknesses to obtain a credible solution.

3. Solution Methodology

The MESM dataset generation lor the rubber covered conveyor belting problem is
explained in detail in Pavolo and Chikebwu [2020], The dataset was adopted a2 is and
is shown im Tahle 1.

Table 2. The two-factor CCD experiment MESM detaset
Run  Tlmwin]  Befrm)  Ave. Hardness ["shore A7 Ave Adhesion{ N/ mm])

1 14 T2 &l 10.60
2 30 T2 63 13.34
3 1 228 a3 G20

i 30 228 &l 12.10
5 23 15 a8 LL.A0
B 23 15 a8 L2410
7 13 15 44 .4

f 33 15 63 1330
9 23 ) 03 13.30
10 23 26 36 3.50

11 23 15 a8 12.20
12 23 15 a7 12.30
13 23 15 a8 12.10

Ensemble-baged systems have been recommended for small sample size situations
in literature [Kitter, 1998; Burnham and Andersan, 2002; Polikar, 2006; Yang et al.,
2006; Ahangi et al, 2019} An ensemble system was considered the best option for
accounting for the weabkmnesses of the conterporary MESM framework and delivering
a credible solution: The solution methodology is summarized in Figure 4.

Flaltiple Mmultaneouz Optimiestsns Enesombles

e i
A sl by el S bl e i Pl N | et e i gt i i
PrissE with Reiponie Surfics Analyxs |

"""""" e R ——

$i|1l||ll:|r||l-:|l:|l Defimirabaans

Fealtple Clasecal M5 Crikeria Bast
Modal Selectinn Mathndoiogy

Figure 4, Showing the solution methodology Tow dlogram
G4
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At response surface analysis, the one hardness model with response surface
confarmity was adopted as is from Pavole and Chikobyu (20200 However, in this
work, all the adhesion response medels were assumed to be response surface
conforming,

The estimated cure time solution was compared with one from a methodology
structured after the contempoerary MESM contextual framework. Figure 5 shows the
strategies used in the solution methodology to deal with each problem listed in Figure

3.

L

MESM Framework

ROOT CAVSE

Small sample sizs
dataant

Selection of single
best model for
sach rasponse

IMPLECATIONS SUGGESTED STRATEGIES
Mandde] selaction eriteria f
Ao et 0 M5 crittna
mefficiancy (Hurvick & Tsal, -
1984y :
Maodel over-& underfiting Ersemble mulriple resule :]

[Burnham & Ardermon, 2002) - —

Dataest unsartalnty (Mysraacal I._[_ ?i:ﬂ-.-llnﬂtdl-lhl:'ll-'lnl:!ﬁ:[-l ]
H01a)

Maodeiiing coedibil iy [(Riwlings st | 1
al. l"?‘THJ | Rimor

Ml sslection Was LMIIIF. 2002,
Lukace stal. 2000) Aol uew aEME witia ]
Madal amd eriveris uncartalnmy

[Schomaker & Heaimsnn, 2013) o o o
Loz of information (Bureham & .[H ad bna models ]
Arddernan, 2002)

Simmubtamecus oplinmsation -1.-[ Ensembibe feults ]
compremise Myersef gl 2016}

Figure 5 Showing the strategies emploved bo depl] with proffems

Figure 6 summarises the problems of the contemporary solution methodaologhes
and presents the advantages of the ensembling methodology from literature,

Problems of the Confemporary Advantages of  the  Solution

Methedology

i
Small sample size dataset probbems;
1L MS criteria bneffcien sy
2. Model under foverfitting
3.  Model oedbllity

A Allesving 1o accaunt far the infarmation in

variomes  gond  models  thar,  thoogh
accupate might be Incarrect due to 5 small
sample size datasat

b
.f"-r

S

-
Selection of a best model p:r-\" Combindng solutions of models fitted

response: starting from diferent Inklal condltions
1. Maodel selection bias | svercomes the local eptima problem,
2. M3 criterion uncertaimty - — — —
3. Datasetuncertainty | The trie Muietion may be hnpossible to be
4. Lossof Information modelled by any single moedal bar
5. Slmultaneous optimlsation contributions: of models may expand the

comaromise

_/I | solution space to be represantable

Figure & The advantages of the solulion methodology vs. problems of contemparary

MASY
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The formulae used for computation of theoretical accuracy are shown below.
Validation was computed against the minimum targeted response values as the
sample size was too small to be split into a fitting set and a validation set.

MSPEvaigminy: The validation minimum mean squared prediction error
(MSPEvai(min)) of a response model measures the minimum squared deviation of the
model predictions from the targeted. MSPEvaimm) is given below for a sample size .

" e 2z
MSPE:val[min,)= M ’ (1)

I
where ¥ is the i estimated response, ¥ 7 is the a response value.
MSPEamur: The mean squared prediction error at simultaneous optimisation
(MSPEsimu) of a response model in an adhesion - hardness model pair indicates the

mean squared deviation of the model predictions from the targeted and is given below
for a sample size n as:

3 _ 2z
MSPEsimu= MTIYT) v (2)
where ¥ is the i estimated response value at simultaneous optimisation.

The MSPEsimu bias-variance decomposition estimates were integrated by
arithmetic averaging to estimate the bias-variance-covariance decomposition of the
MSPEsimw of the ensembled results (Geman et al., 1992; Ueda and Nakano, 1996).

MSE(f) = bias(f)? + var(f) 3)

And the expected ensemble MSE is,
E{MSE(fens.)} = Bias2 + (%) X Variance + (1- %] X Covariance (4)
Where k is the number of base models in the ensemble.

Prediction Accuracy Compromise: Define Prediction Accuracy Compromise (PAC)
as the difference between MSPEsimw and the MSPEvamin) of a response model. PAC
gives a picture of how models compromise their accuracy in the process of
simultaneous optimisation. Then % PAC will be the percentage change in MSPE.aimin)
to achieve simultaneous optimisation.

% PAC =100% x (MSPEsimul - MS PEvaI[min,)) / MSP Eval[min,) (5]

Relative accuracy: The Relative Accuracy is computed for each base model in the
ensemble relative to the ensemble result and is given by:

Number of Base Model ar Ensemble Carrect Predictions

Relative Accuracy = (6)

Total Number of Instances
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4, Results

4.1 All possible regression modelling results

Tables 3 and 4 below show the all possible ordinary least squares (OLS) regression
models for both responses after removal of response models that did not conform to
the recommendations of the screening experiment at dataset generation.

Table 3. The twenty-five OLS adhesion all possibie regression response models

MODEL Bo By Bz Biz Bis Bzz
Te.Re 12.2600 -0.0039
Te, R 7.9500 03244  -03127
T, Tc R 3.2600 0.3100 -0.0124
Te, Rt2 6.1800 0.3244 -0.0111
R, Te.Re 154100 -0.7910 0.0208
R, Te? 11.6700 -0.3127 0.0067
Te.Ry, Te? 8.9600 -0.0119 0.0105
TeRy R 10.4970 0.0203 -0.0258
T:% Ré 9.9100 0.0066 -0.0111
Te, Re, Te.Re 129400 0.1070 -0.6460 0.0145
Te, Rr, Te? 2.4100 0.8350 -0.3127 -0.0111
Te, Re, Re? 3.6100 0.3244 0.3800 -0.0231
Te, TeR:, T2 -2.2800 1.0200 -0.0124 -0.0111
Te, Te.Re, Re? 9.1400 0.0910 0.0156 -0.0224
Te, Te?, Re? -0.2500 0.9190 -0.0129  -0.0112
Re, To.Ry, Te2 15.2400 -0.7710 0.0199 0.0003
Rt, Te.Rt, Re2 11.0800 -0.0980 0.0208 -0.0231
R:, T2, R:2 7.5200 0.3580 0.0066 -0.0224
TeRe, Tc2, Re2 10.3900 0.0189 0.0005 -0.0249
T, R, Te.Re, T 2 7.4000 0.6180 -0.6460 0.0145 -0.0111
Te, Re, ToRy, Re2 8.6100 0.1070 0.0470 0.0145 -0.0231
Te, Re, Tc2, Re 2 -4.2500 1.0210 04300 -0.0151  -0.0248
T, Te.R:, T-2, Re2 1.9500 0.7590 0.0168 -0.0149  -0.0234
Re, TeRs, T 2, Re2 11.2100 -0.1130 0.0215 -0.0003 -0.0232
T, Rt, Te.Re, Tc 2, Re 2 0.7400 0.8040 0.0970 0.0145 -0.0151  -0.0248

Table 4. The twenty-five OLS hardness all possibie regression response models

MODEL Bo By B2 Bi2 Biy B2z
Te.Re 36,1800 0.0040
Te, Re 48.4600 05130  -0.1800
Te, Te R 45.7500 0.6040 0.0061
T., Rt2 46,5300 0.5130 -0.0030
R, TeRe 60.2500 -09610  0.0339
Rr, Te? 534.8400 -0.1800 -0.0097
TeRe, Te? 52.8900 00045  -0.0111
Te.Re, Re? 35.0800 0.0209 -0.0181
T: 2, Re? 32,9000 0.0097  -0.0030
Te, Re, Te.Re 37.5000 0.0320 -0.7180 0.0321
Te, Rr, Te? 18.0000 33200 -0.1800 -0.0610
Te, R, Ri? 37.5100 05130  -1.6290 0.0483
Te, TeRy, Te 2 15.3000 3.4100 -0.0061 -0.0610
Te, Te.Ry, Re?2 41.9300 0.8760 -0.0242 0.0146
Te, TeZ, Ri? 15.9000 3.3400 -0.06160 -0.0034
Ri, Te.Re, Te 2 65.0600 -14960  0.0572  -0.00860
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R:, Tc.Rt, Rt 2 69.3100 -24090  0.0339 0.0483
Ri, Tc2, Ri 2 64.0100 -1.6610 0.0098 0.0494
Te.Re, T2, Ri2 52.6600 -0.0094 0.0127 0.0039
Te, Rg, Te.Ry, Tc 2 29.1000 28400 -09180 0.0321 -0.0610
Te, Ry, Te.Ry, Re? 68.6000 0.0320 -23660 0.0321 0.0483
Te, Ry, Tc 2, Re 2 13.4000 3.5300 -0.0196  -0.0592 0.0108
Te, Te.R, Tc 2, R 2 294200 3.0020  -1.4500 -0.0541 0.0423
Ry, Te.R, Tc?, Re? 73.31000 -2.8470  0.0540 -0.0074 0.0048

Te, Ry, Te.Ry, Tc 2, Re 2 40.5000 25210 -2.1870  0.0321 -0.0541 0.0423

Hardness response model [T¢, Ry, Tc.Rt, Tc?] was the only hardness model with a
conforming response surface.
4.2, Simultaneous optimisation results

Table 5 shows the simultaneous optimisation of the adhesion-hardness model pair
[Te.Ry, Re?] - [T, Ry, Te.Ry, Tc?] using an Excel spreadsheet tool. The rest of the adhesion
response models were similarly optimised with the same hardness model.

Table 5. Showing simultaneous optimisation on an Excel spreadsheet

Te Rt Adhesion Hardness
(min.) (mm) [T*Rs, R¥?] e? [T, R, T* Ry, T? ] e?
21 7 12 12.2169 0.0470 60 60.1317 0.0173
22 8 12 12.4186 0.1752 60 60.3616 0.1308
22 9 12 12.4266 0.1820 60 60.1498 0.0224
23 10 12 12.5860 0.3434 60 60.3540 0.1253
23 11 12 12,5111 0.2612 60 60.1743 0.0304
24 12 12 12.6282 0.3946 60 60.3528 0.1245
24 13 12 12.4704 0.2213 60 60.2052 0.0421
24 14 12 12.2610 0.0681 60 60.0576 0.0033
25 15 12 12.3045 0.0927 60 60.2425 0.0588
25 16 12 12.0122 0.0001 60 60.1270 0.0161
26 17 12 12.0134 0.0002 60 60.2862 0.0819
27 18 12 12.0036 0.0000 60 60.3876 0.1502
29 19 12 12.3685 0.1358 60 60.4041 0.1633
30 20 12 12.3570 0.1274 60 60.3000 0.0900
Ave. 12,3270  MPSE:0.1464 Ave.; 60.2525 MPSE: 0.0755
Bias: 0.3270 Var.: 0.0394 Bias: 0.2525 Var.: 0.0117

Table 6 shows cure time estimates which each adhesion response model gave at
simultaneous optimisation.

Table 6. Showing the cure time estimate results for each adhesion response model

R (mm) 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Te.Re 21 22 22 23 24 25 26 26 27 28 29 30
T, Te.Re 21 22 22 23 24 25 26 27 28 29 30
Te, Re2 21 22 22 23 23 24 24 25 26 27 28 30
Re,Te.Rs, 21 22 22 23 24 25 26 27 28 28 29 29 30 30
Te, Re2 21 22 22 23 24 25 26 27 28 29 30 30
Te.Rg, Te? 22 23 23 24 25 26 26 27 28 29 30
Te.Ry, Re? 21 22 22 23 23 24 24 24 25 25 26 27 29 30
Tc? Re? 21 22 22 23 24 25 26 27 28 29 30 30
Te Ry, Te.Re 21 22 22 23 24 25 26 27 27 28 29 30 30 31
Tc,Ry Tc? 21 22 22 23 24 25 26 27 28 29 30
Te, Ry, Re? 22 22 22 23 23 24 24 24 25 206 27 28 30 31

Te, Te.Ry, Te?, 21 22 22 23 24 25 26 27 28 29 30
T, Te.Ry, Re? 21 22 22 23 23 24 24 24 25 26 27 28 29 30
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Te, Te?, Re?
Ri,Te.Ry, Tc2
R, Te.Ry, Re?

Ry, Tc2, Re?

TRy, Te2 Re?
Te Ry Te.Ry, Tc 2
Te Ry, Te.Ry, Re 2
Te Te.Ry, Te2 Re

2

Te, Te.Ry, Te?, Re
2
Re Te.Ry, Tc2 Re2

Te Ry, Te.Ry, Tc?,
Ri?

21
21
21
22
21
21
21

21

21
21
21

22
22
22

22
22
22

23
23
23

23
23
23

23
24
24

24
24
24

24
24
24

25
25
25

25
26
25

26
27
25

27
28
27

30
29
28

30
31

Table 7 shows the remaining thirteen adhesion response models with their cure
time estimates after dropping those results that did not give estimates for the full
rubber thickness range.

Table 7. Showing the adhesion response models with simultaneous optimisation cure
time estimates for the full rubber thickness range

Rt(mm) 7 8 9 10 11 12 13 14 15 16 17 18 19 20
MODEL
R: TR, 21 22 22 23 24 25 26 27 28 28 29 29 30 30
TRy Re? 21 22 22 23 23 24 24 24 25 25 26 27 29 30
Te. R, T-Re 21 22 22 23 24 25 26 27 27 28 29 30 30 31
Te, R, Re2 22 22 22 23 23 24 24 24 25 26 27 28 30 31
T, TeR,R2 21 22 22 23 23 24 24 24 25 26 27 28 29 30
Re TR, T2 21 22 22 23 24 25 26 27 28 28 29 29 30 30
R T-R,R2 21 22 22 23 23 24 24 24 25 26 26 28 29 30
R, Tc?,Ry2 22 22 22 22 23 23 24 25 26 27 28 29 30 31
TeR, Te2,Re2 21 22 22 23 23 24 24 24 25 26 27 28 29 30
TR, TeR,R2 21 22 22 23 23 24 24 24 25 26 27 28 29 30
Te TR, Te2,Re2 21 22 22 23 23 24 24 24 25 25 26 27 29 30
R, TR, Tz, Rz 21 22 22 23 23 24 24 24 25 26 27 28 29 30
TeReTeRo T, 51 22 22 23 23 24 24 24 25 25 25 27 28 31

R:?

A frequency analysis of the occurrence of the different cure time results is given in
Table 8. There were only seven possible cure time estimate solutions in Table 7. The
solution with the highest occurrence had a frequency of five.

Table 8. Showing frequency of occurrence of cure time estimates results

Re 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Frequency
1 21 22 22 23 24 25 26 27 27 28 29 30 30 31 1
2 22 22 22 23 23 24 24 24 25 26 27 28 30 31 1
3 22 22 22 22 23 23 24 25 26 27 28 29 30 31 1
4 21 22 22 23 23 24 24 24 25 25 25 27 28 31 1
5 21 22 22 23 24 25 26 27 28 28 29 29 30 30 2
6 21 22 22 23 23 24 24 24 25 25 26 27 29 30 2
7 21 22 22 23 23 24 24 24 25 26 27 28 29 30 5
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4.3 Integration results

Table 9 shows the results of integrating the cure time estimates of Table 6 using
arithmetic averaging (A. Ave.) and majority vote (M. Vote).

Table 9. Showing the integration of the thirteen cure time estimate results

7 8 9 10 11 12 13 14 15 16 17 18 19 20 Rel
MODEL Acc.
R:,TeRy 21 22 22 23 24 25 26 27 28 28 29 29 30 30 36%
TRy R:2 21 22 22 23 23 24 24 24 25 25 26 27 29 30 79%

TRy, ToR: 21 22 22 23 24 25 26 27 27 28 29 30 30 31 29%

T, Ry, Re? 22 22 22 23 23 24 24 24 25 26 27 28 30 31 86%

T, TeRy, Ri2 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%

R, TRy, Te2 21 22 22 23 24 25 26 27 28 28 29 29 30 30 36%

R, TRy, Ri2 21 22 22 23 23 24 24 24 25 26 26 28 29 30 100%

Ry, Tc2, Re2 22 22 22 22 23 23 24 25 26 27 28 29 30 31 29%

TRy, Tc2, Re2 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
ToR, ToR,RiZ 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
ToTeR, TeZ, Ri2 21 22 22 23 23 24 24 24 25 25 26 27 29 30 79%
Ry TeR, T2, Rz 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
TR, L“t'ft' T 21 22 22 23 23 24 24 24 25 25 25 27 28 31 64%
AVE 21 22 22 23 23 24 24 25 26 26 27 28 29 30
M. Vote 21 22 22 23 23 24 24 24 25 26 27 28 29 30

Three observations to note: (1)The two integration methods did not agree on two
cure time estimates for rubber thicknesses 14 and 15 mm; (2) Some adhesion-
hardness pairs had relative accuracy less than 50%; and (3) The majority vote result

was equivalent to the result with the highest frequency in Table 8.

Table 10 shows the bias-variance-covariance decomposition of the MSPEsimu of the
ensemble of results.

Table 10. Showing the bias-variance-covariance decomposition of the MSPEsimu

MSPE Bias Var. Covar MSPE Bias Var. Covar.
MODEL
R:, TRy, 0.1430 0.3849 0.0609 0.1841 0.4015 0.0229
TeRy, Re2 0.1464 0.3270 0.0394 0.0755 0.2500 0.0117
Te, Ry, Te.Re 0.1298 0.2980 0.0410 0.1726 0.3738 0.0329
Te, Ry, Ri2 0.1121 0.2878 0.0292 0.1048 0.2890 0.0202
Te, Te.Ry, Re2 0.1417 0.3543 0.0162 0.0957 0.2852 0.0144
R:,Tc.Ry, Tc2 0.1297 0.2636 0.0602 0.1841 0.4015 0.0229
R:,TcRy, Ri2 0.1513 0.3699 0.0144 0.0957 0.2852 0.0144
Ry, Tc?, Ri? 0.5463 0.3323 0.0161 0.0957 0.2852 0.0144
TeRy, Te?, Re? 0.1051 0.3006 0.0147 0.0957 0.2852 0.0144
Te, Ry, Te.Ry, Re2 0.0992 0.2774 0.0223 0.0957 0.2852 0.0144
Te, Te.Ry, Tc2, Ri2 0.4951 0.6186 0.1125 0.0755 0.2500 0.0117
Ri, TRy, Te2, Re2 0.1265 0.3323 0.0161 0.0957 0.2852 0.0144
Te, Ry, Te.Ry, Te2, Ri2 0.1561 0.6155 0.1373 0.0651 0.2200 0.0117
AVE 0.21864 0.3586 0.0446 0.0937 0.1105 0.2998 0.0174 0.0209

There were six adhesion-hardness model pairs that have the same accuracy values
on the hardness side. Generally, for a high adhesion side MSPEsimui, there was a low
MSPEsimu on the hardness side. This pattern, however, did not seem to have any
significant relationship with the accuracy of the cure time estimates.
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Table 11 gives the percentage accuracy compromise of the base model pairs of the
ensemble at simultaneous optimisation.

Table 11. Showing the PAC results at simultaneous optimisation

Ri MSPEvalmin MSE PAC(H) PAC(A)
Adhesion Model % %
Rt, Te.Re 0.0242 2.3855 310 487
Te.Rt, Ri? 0.0321 1.3382 69 357
Te, Ry, Te.Re 0.0405 2.3441 285 221
T, Rt, Re2 0.0458 1.4710 145 134
Te, Te.Re, Re2 0.0456 1.2815 114 211
Ri, Te.Rg, Tc2 0.0194 2.5300 114 569
Ry, Te.Rt, Re2 0.0226 1.3200 114 220
Rt, Tc 2, Re2 0.0445 1.8069 114 1128
Te.Rt, Te?, Re2 0.0474 1.3377 114 219
Te, R, Te.Rt, Re2 0.0407 1.2789 113 144
Te, Te.Rt, Tc?, Re2 0.0348 0.9842 33 1323
Rt, Te.Rt, Te 2, Re2 0.0345 1.3689 114 267
Te, Ry, Te.Ry, Te 2, Re 2 0.0366 0.9762 69 1323

Table 11 shows that it's very difficult, were simultaneous optimisation is
concerned, to find a model pair that has all the model accuracy criteria aligning.

»

»

The response model pair with best MSPEvaimin (0.0194) had the worst MSE
(2.53).

The adhesion response model with the best MSE (0.9762) compromised the
worst (% accuracy compromise, PAC(A) = 1323%) to achieve simultaneous
optimisation.

The response model pair with the best PAC on the hardness side (33%), had
the worst PAC on the adhesion side (1323%).

There were six adhesion-hardness model response pairs with the same
PAC(H) value. These six were not necessarily the same ones with similar
MSPEsimu values on the hardness side.

The average PAC(H) was lower compared to the PAC(A). This suggests that
response models do not necessary compromise the same to achieve simultaneous
optimisation.

4.4 Ensemble review results

Elimination of model pairs with relative accuracy less than 50% left nine adhesion-
hardness pairs in the ensemble. The arithmetic average and majority vote results of
the reviewed ensemble were equal throughout the whole rubber thickness range as
shown in Table 12.
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Table 12. Showing the result of eliminating response models with relative

accuracy<50%
Rt (mm) 7 8 9 0 11 12 13 14 15 16 17 18 19 20 Rel.
Model Acc.
TRy R2 21 22 22 23 23 24 24 24 25 25 26 27 29 30 79%
ToRy,ReZ 22 22 22 23 23 24 24 24 25 26 27 28 30 31 86%
Te, Te.Ry,
R 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
R:, TRy,
R2 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
TeRy, Te?,
R 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
TRy
TR, R? 21 22 22 23 23 24 24 24 25 26 27 28 29 30 100%
T¢, TcRy,
T.2 R2 21 22 22 23 23 24 24 24 25 25 26 27 29 30 79%
R, Te.Ry 21 22 22 23 23 24 24 24 25 26 27 28 28 30
T2, Re? 100%
TRy,
TR, Te2, 21 22 22 23 23 24 24 24 25 25 25 27 28 31
R:?2 64%
AVE 21 22 22 23 23 24 24 24 25 26 27 28 29 30
M. Vote 21 22 22 23 23 24 24 24 25 26 27 28 29 30

Table 13 shows that the accuracy results at simultaneous optimisation significantly
improved, but more on the hardness side than the adhesion side.

Table 13. Showing the accuracy results of the reviewed ensemble

MSPE Bias Var. Covar MSPE Bias Var. Covar.
MODEL
TeoRe, Ri2 0.1464 0.3270 0.0394 0.0755 0.2500 0.0117
Te, Re, Re2 0.1121 0.2878 0.0292 0.1048 0.2890 0.0202
Te, TRy, Ri2 0.1417 0.3543 0.0162 0.0957 0.2852 0.0144
Rt, TR, Ri2 0.1513 0.3699 0.0144 0.0957 0.2852 0.0144
TeRe, Tc2,Re2 01051 0.3006 0.0147 0.0957 0.2852 0.0144
Te Ry, Te.R;, Re2 0.0992  0.2774 0.0223 0.0957 0.2852 0.0144
Te, TRy, Te?, 04951 0.6186 0.1125 0.0755 0.2500 0.0117
R:2
R: TRy, Tc2, Re 0.1265 0.3323  0.0161 0.0957 0.2852 0.0144
2
Te, R TeR, Tc  0.1561 0.6155 0.1373 0.0651 0.2200 0.0117
2' th
Arithmetic Ave 0.2104 0.3870 0.0447 0.0619 0.0888 0.2706 0.0148 0.0157

If the base models were the five adhesion response models with the same cure time
estimates the theoretical accuracy of the ensemble would be as shown in Table 14. It
appeared, for this problem, that when the cure time estimates for different adhesion-
hardness pairs were the same, the theoretical accuracy on the hardness response side

was the same.
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Table 16. Multiple MS criteria solution (Ss) vs. Ensemble solution (57)
Rt 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Vote
Se 21 22 22 23 23 24 24 24 25 25 26 27 29 30 2
S7 21 22 22 23 23 24 24 24 25 26 27 28 29 30 5

The multiple simultaneous optimisations ensemble cure time estimate solution
(S7) shows credibility in that (i) it is the most frequent solution from the adhesion-
hardness model pairs, (ii) there is agreement between the two integration
methodologies used, and (iii) by design, it fairly accounts for all the listed problems of
the contemporary MRSM contextual framework. It accounts for dataset uncertainty,
loss of information, model over-/underfitting, and model parameter bias by utilising
multiple models and minimising discarded models. It minimises model uncertainty
and small sample size inefficiency by totally avoiding the use of classical model
selection criteria.

On the other hand, seven of the ten model selection criteria that voted for the best
single adhesion response model [Tc.R:, Ri?] are information criteria and three are
prediction model selection criteria. This implies that the response model has the best
parsimonious fit to the MRSM dataset, of all the 25 OLS adhesion response models, and
has good prediction capability. However, the cure time estimate solution (Se) is not
considered the best in credibility because (i) model selection criteria have a small
sample size inefficiency problem, (ii) they do not deal with the problem of model
parameter bias, (iii) dataset uncertainty and (iv) since the methodology is structured
as the contemporary MRSM framework, it loses information in discarded models by
the selection and use of one model per response in simultaneous optimisation. It
should be emphasised that where the model with the best parsimonious fit to the
dataset is required, response model [Tc.Rt, Ri?] is the model.

The arguments above clearly separate the most credible cure time solution (S7)
from the model with the best parsimonious fit to the MRSM dataset (S¢]. The multiple
simultaneous optimisations ensemble, therefore, is both logically and empirically a
better way of obtaining credible results compared to the current MRSM contextual
framework which must first select a best model for each response before simultaneous
optimisation. The multiple simultaneous optimisations ensemble is thus
recommended to the rubber covered conveyor belting manufacturing industry for use
in reviewing cure times when adhesion and cover hardness minimum quality standard
requirements change.

The use of targeted values in validation is worth mentioning here, as well, since the
size of the MRSM dataset is small and it would be senseless to splitit. The other option
would have been to use cross validation which would have taken back the solution
methodology to the weakness of the contemporary MRSM framework. In itself, the
practice is worth considering where targeted quality values have to be effectively
converted to production process parameters.

Noting the fact that the multiple simultaneous optimisations ensemble worked
well on a two factors and two responses problem, it then makes it imperative to
investigate its generalisability to other more complex MRSM problems. As the number
of factors and responses increase, the number of models to deal with quickly
multiplies. This will definitely require software and intelligent algorithms to manage
complexity and still achieve credible results.
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Abstract: In reécent vears, changes In demogrophic structure have been observed
wirridwide To sustain the growing populotion of elderiy people with special nesds,
homes need @ radical rethink both in designing new howses and in refrofithing new
sodibions bo exisbing houses. Designe thot focilitete aging in ploce, designs thol
maintain thermal comfort, and designs that have net-zero energy demands and low to
Zero to negative corbor footprints are needed. The article discusses the issues of
construction for the elderly. The trends in the demographic development of secigty In
selected countries are presented. Additionally, (nformation on the housing stock for
eiderly people in Poland is provided. The corbon dioxide emission Nmits Lo mitigate
ciimete change moke it necessary to find an alternative to concrete and steel,
traditional construction materiols, In this confext, Cross Lominoted Timber [CLT)
fulfiils the sustainability requirements. However, Lo select the suitable panel o detailed
aralysis of tmber charocteristics is required. It is necessary to evalvale mechanical
properties fn bending, bension, compression, end sheer Since the mechanicel
properties of cerbaln types of wood differ, thelr proper selection is challenging. The
multi-criteria analysils could address this. In this article, four wood species, spruce, oak,
ash, and beech, were evolualed wsing the Aralybic Hierarchy Process [AHF} analysis.
Bazed on the type of copstriction elements and thelr functions, anelyses were using six
mechanical properties as criferia. The optimal bype of wood was indicated

Key waords: Cross Lominoted Timber  modular constriction,  elderly  people,
optimization, AHP

1. Introductian

The studies on demographle change [Pasalld er al. 2020 reveal a relatively rapid
increase in the growth of the elderly population. [t is expected that in the next 30
vears the ratio of clderly people (aged 45 and above] to the whole population will
increxse from T4 In the st decade of the 214 century o 16% in 2050 [Cohen,
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2003 WHO, 2021} This trond i observed espoecially in the developed countries and
results in a high reduction of the percentage of the population of working age. The
life expectancy has increased in recent decades [Roser et al, 2013}, The reason for
that is mainly related o the improvement of living and sodal conditions [Mical,
2016} Although demographic changss ocour worldwide, their extent and iming
differ signilicantly in the developing counlries in Latin America and Africa from the
western European countries and Japan [Erueger & Ludwig, 2007; Bloom &
William=son, 1998; United Mations, 2002, Due to health issues, the majority of elderly
people spend most of their time at home and very often depend on other’s people
with Bousework, The solution for these people can be robotic support systems la
averyday activities at home [ADLs - Activites of Daily Living) [Beck ot ak, 2012;
Mical, 2017). These systems are part of a resaarch and development program AAL
{Active and Assisted Living Programme) supporting projects that use information
and communication echrologies [ICT) to Improve the quality of life of older people.
The implementation of the AAL program ususlly entails the nesd to reconstruct the
apartments where elderly perople live In many Eurcpean countries [eg Poland),
elklerly people live In buildings erected in the 1960z, 19705, and 1980s. A large
proportion of these buildings are made in standardized large-block and large-panel
systoms. Figure L presents the share of each of these technologies in residential
buildings in Poland in the period between 1970-1985 [Nical, 2017; [rieriewics &
Starasalskd, 200070

100 =

20 f—__‘___-‘
s == Panel budding
E
= 40 == [ grge-hloo bilding

20 :“{:: —i— Traditicnal

_“"1-_._ _— “= Other technologies
(i — 1
1870 1575 1560 1985
¥ears

Figure . Share of the varfows bechnologies in residentiol bulldings in Polanrd in the
period babvween 1870-1985 (Nical, 2017, Delertowlcz & Storosolzid, 2010

Depending on the system, those buildings were erected in spatial arrangements in
which most of the walls serve as load-bearing. Therefore, it iz net possible fo move or
demolish such walle This clreumstance causes many inconveniences ln terms of
adapking apartments for elderly people such as widening corridors or door apenings
[Mical et 51, 2019]. Therefore, it is necessary to build facilities adapted to the needs
ol e -:ll:l-e'r[:,'. Mareover, These huih;tInE-; should be srected ax |:||.li|:k|'_l,|' = Fm::ihh: b].r
the implementation of advasced technologies [Xing et al, 2020]. Panel buildings,
usually made in concrete technology, are not environmentally friendly. Research in
this ares has been carried out, inter alia, by (Pierobon et al, 2019). Results showed
that an average of 26.5% reduction in the global warming potential is achieved in the
hvbrid CLT huilding compared to the concrete building. CLT compared to ather
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wooh-baesed materials such as glued laminated timbor (GLT) has lower: emissions in
Global warming petential (GWFP), Terrestrial Ecotoxicity (TE), Land Use (LUF), and
Ozone layer depletion [(OLD] (Balasbaneh & Sher, 20217 In addition, taking into
account the trends in the feld of environmental protvection and reduction of C0;
emissions, it is necessary o wse the material with the lowest carbon footprint, The
material that meets these critera B cross-laminaled timber [:CI..Tj. When ul:uming
wood for CLT, the decision-makers are faced with the dilemma of choosing the weed
spocics that composs it Thus, a research gap exists at the interfeco between timber
engineering and the decision-making process of selecting the leading parameters
when selecting it The purpose of this paper and i3 contribution to the field of
censtruction for the eldery is to establish & methodology for selecting the most
optimal timber spieces taking into acoount their six main mechanical criteria.

2. Cross Laminated Timber [CLT)

2.1 General information

CLT constitutes a plate-like engineered timber product, optimized for bearing
loads in and out of plane and is composed of an uneven number of lavers. As defined
in the Standard PN-EN 16351 [PN-EN 16351:2015), CLT is structural construction
timber consisting of at least three layers of wood or wood -based materials, of which
al least throe lavers are perpendicular to each other. Figure 2. below presents an
example of a CLT 160 L5s (40L-20W-40L-20W-40L). A detailed explanation of the
individual symbols is provided below [Fig. 3.

Flgure 2 An exampie of CLT 160 L35 [400-20w-401-20w-201).

) Orieptatisn ofa
Thickness of the element in layar

mim { | = longiudinal
Numbier of Lneag
w - ranswerss

CLT 160 L5s (401-20w-401-20w-401)

Thickneaes of i liyer

Drientation of ouler

Mamu facturar symbal
layers

Figure 3, A detolled explanation of the fndividial symbols fn bhe CLT labeling,
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Layers are quasi rigidly connected by adhesive bonding (Brandner, 20037, Thanks
w the multilayer, allernating arcangement of lavers, the significance of the natural
imperfections ke knots of a single wooden board are redeced and a rigld wall or a
floor slab is obtained [Kotarski & Przepitcka, 20207,

The advantages of CLT as a large-sized and panel-like solid timber constrection
element for the construction are mostly related o (s outstanding degree of
prefabrication, the dry and clean construction technique, and the short erection
times on site {eg. roughly one to two days per family house) [Erandner, 2013]). CLT
is characterized by high dimensional accuracy and easy adjustment I can also
transfer loads in two dimensions. Together with its low selfweight, it is particularly
suitable for the conversion and modernization of existing buildings, but also for
resisting exceptional loads {eg earthquakes) CLT offers, in contrast {o the
lightweight timber structures [eg framing post, and beam svstem), a clear
separation of load-bearing from insulation and instaliation lavers. Additonally, CLT
is characterized by the low air permeability, the distinctive specific storage capacity
for humidity and femperature, the independence of modular dimensions In
arranging window and door openings as well as in fastening of furniture.

2.2, Proiluction and processing of CLT

The first stage of CLT production is not much differeat from the produsction
process of glued laminated timber and consists of the following activitles [Flgure 4
(Brandner, 2013):

»  strength or stiffness grading of already [kiln] dried boards;

o cutting out of Iecal grewth characteristics which do not meet the
requirements of the strength class and finger jolnting of the residual board
segments to endless lanmellas;

o division and cutting of tamellas for later use in longitudinal and transverse
lavers of CLT.

l (KILN DRIED) BASE MATERIAL {o. BOARDS] |

= wrrepgih jerfinee] praiing

= drierriegs

= PhigEEr i
| JFINROER PN T D) CAMELLAR | i
& i o jiliniied R
= wear T iemamfin g = nnervsle] jolanmgy :
melamene (ERIF]  and = erigdie beewil g 5
Eutesrr Parer [RRCH
| svcis-raven ranes |

 mablive ldiliiig  miekiiibeian
Uy aed pelyoerwilens
LTI gitlesainms

| CIONS LARMISATED TIMBKIE (CLT] |

Figure £ verview of CLT production process (Rrandner, 20030

Usasally, CLT is composed of boards with thickness ta = (12 + 45) mm [(PN-EN
16351:2005], There is no upper limit for the board width but due (o rolling shear
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stresses in-between the CLT layers a minimum width of wg = 4 - tB (Brandner, 2013).
The reference board width is proposed with wg,ref = 150 mm, as given in PN-EN 338
(PN-EN 338:2016-06) and PN-EN 384 (PN-EN 384+A1:2018-12). Currently, mainly
softwood species are used for CLT. Material moisture tolerance is 12 +/- 2%
(Kotarski & Przepidrka, 2020). Each of the CLT layers must be made of sawn timber
of the same strength class determined in accordance with PN-EN 14081-1 (PN-EN
14081-1+A1:2019-11), however, it is allowed to use different types of wood
provided that the same technical parameters are maintained, especially swelling and
shrinkage. It is also possible to use bent cross-laminated timber elements, the
thickness of which depends primarily on the bend radius of the elements. The
demand for bent CLTs is very small on the market, and the cost of setting up the
production is incomparably higher than for simple elements, hence few
manufacturers decided to offer this type of product. However, it is a future-proof
product, offering an even greater range of design options for architects (Brandner,
2013). The second stage of CLT production consists of the following activities (PN-EN
16351:2015) (Figure 4):

¢ adhesive bonding of lamellas to single-layer panels (optional);

e assembling and adhesive bonding of lamellas or single-layer panels to
CLT;

¢ cutting and joining to structural elements (customizing).

Melamine (MUF) and polyurethane (PUR) adhesives are most often used to
connect the individual layers. They meet stringent standards in terms of
formaldehyde emissions and are safe for health during production, use, and also
during fire. The application of the adhesive to surface bonding is usually carried out
mechanically and without contact on single lamellas in a continuous through-feed
device or on CLT layers already pre-positioned in a positioning or press bed. A line-
wise discrete application of adhesive is preferred (Brandner, 2013). The lamellas do
not have to be glued on the side surfaces and it is allowed to arrange them with a
spacing of up to 6 mm. Cross-glued timber is glued in hydraulic or vacuum presses
(Kotarski & Przepidrka, 2020). In both cases, under the gluing technology, adequate
pressure of the joined elements is required, which enables a permanent adhesive
bond. In the case of hydraulic presses, it is from 0.1 to 1.0 N/mm?, and in the case of
vacuum gluing, from 0.05 to 0.1 N/mm? (Kotarski & Przepi6rka, 2020), with 0.4
N/mm? being already sufficient for most typical configurations (Sikora et al., 2015).
Clamps, pins, and nails are very rarely used in the production of CLT, this is
acceptable (Kotarski & Przepiorka, 2020). After pressing, standard CLT elements are
normally trimmed on their edges. The surface of the elements after pressing is
treated differently, without further processing by planning or sanding (Brandner,
2013). Application of additional non-load-bearing layers like OSB, acoustic panels,
gypsum plasterboards, or three-layered solid wood panels is possible. The additional
layers are primarily connected by surface bonding (Brandner, 2013).

To ensure the appropriate quality of products, it is necessary to maintain the
following parameters during production (Brandner, 2013):

¢ during bonding: temperature > 15°C and relative humidity (40 + 75) %;

e during curing: temperature > 18°C and relative humidity = 30 %;
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¢ moisture content of adherents u = (6 + 15) % (< 18 % in case of preservative
treatment);

¢ the maximum difference in moisture content between two parallel layers Au
<5 %.

2.3. Selected properties of CLT

Mechanical properties of CLT panels are determined mainly by destructive
testing i.a. bending, rolling shear, compression, tension (He et al., 2020). Among the
conducted research, it is necessary to mention the i.a. bending and compressive
properties of CLT panels made from Canadian hemlock that calibrated the theoretical
bending stiffness using the experimental values (He, 2018), and the bending and
shear properties of three- and five-layer CLT panels fabricated with Irish Sitka
spruce (Sikora et al., 2016, O’Ceallaigh et al., 2018). Moreover, testing of rolling shear
properties of CLT fabricated with New Zealand Radiata pine and correlation between
lamination thickness and its influence on rolling shear strength has been developed
(Li, 2017). The test results for the properties of the 3-layer and the 5-layer CLT (He
et al,, 2020) panels show, inter alia, that 3-layer panels have about 11.3% higher
stiffness parallel-to-grain direction and over 15.8% higher stiffhess perpendicular-
to-grain direction. In addition, the average global modulus of elasticity of 3-layer
panels is over 19.2% higher than 5-layer panels. 5-layer panels are characterized by,
among others 11.4% higher strength parallel-to-grain direction and 9.7% higher
strength perpendicular-to-grain direction. The average local bending stiffness by the
5-layer panel is 243.9% larger than for the 3-layer panel, and the average global
bending stiffness by 252.5%, respectively. The average shear strength by the 5-layer
panel is 3.8% higher than for the 3-layer panel, while the bending strength is 4.3%
higher than for the 3-layer panel. Both the 3-layer and the 5-layer CLT panels were
manufactured with a width of 310 mm, using the Canadian black spruce lumber (No
2-grade) with the following material properties (NLGA, 2010):

o stiffness parallel-to-grain direction (Eio) = 10925.0 MPa;

o stiffness perpendicular-to-grain direction (Ejo0) = 993.2 MPa;
e strength parallel-to-grain direction (fi.,0) = 28.7 MPa;

e strength parallel-to-grain direction (fic00) = 5.8 MPa.

Based on the presented results, it can be concluded that both the 3-layer and the
5-layer CLT panels fabricated with the No.2-grade black spruce can provide ideal
bending or shear properties. The properties can be comparable to those of the CLT
fabricated with other commonly used wood species (He et al., 2018).

3. Housing for the elderly

3.1. General assumptions

Buildings intended for the stay of elderly people should meet several criteria,
such as:

¢ the building and its surroundings must not have architectural barriers;
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« amultl-starey bullding must have a lift adapted o the needs of disabled and
alderiy people;

»  the building must be equipped with @ call and alarm system and a fire alarm

Quher reguirements incledo the meed Lo construct wide cormidors, larger arcas of
rogms, dining rooms, guest rooms, amd other technical rooms o meet the sanitary
needs of resldents. L is also important te remember to provide adeguate conditions
in the bathrooms. These are the place where a lot of accidents happen While
designing it s important to take into account the necessity of snsuring an adequate
maneuver space for 3 wheelchair that should not be smaller than 150x150 cm [Mical,
2016}, [Budny, 2009}, Providing large living and communication areas entalls the
necessity to construct facilities with the use of construction clements with significant
spans. Additionally, the construction elements should be light and skender to ensure
the largest possible cuble capacity. Buildings intended for the stay of elderly people
should also be made of prefabricated elements, to ensure a short construction time.
In this respect, the use of CLT seems to perfectly meet the expectations,

1.2.5election of wood for constraction

Hardwood shows a higher natural strength potential than softwood, see Flgure 5
{Franle, 2013), Additionally, hardwood, with its good mechanical properties,
perfecthy fits for long-spanned and high stressed timber constructions,
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Flgure 5. Comporizon of mechanical properties of horduwood and softwood species
(Franke 2016).

The tensile strength perpendicular to the grain for hardwood can reach up to
260%: of the softwood strength values (Franke, 2006} Regarding bending and
compression paratlel to the grain, the strength values are up to 1755 and 15055
higher, respectively (Franke, 2016). As a result, the use of hardwood allows larger
spans and smaller cross-sections, These numbers indicabe that structural elements
for bulldings intended for the stay of elderly people could be erected of hardwood,
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4. Methodology

4.1. AHP multicriteria assessment method for the selection of wood for
construction materials

One of the most difficult problems in construction, as well as, in CLT material
selection is to take objective decisions, especially for the selection of technology and
material solutions (Ksigzek et al,, 2014). Construction projects planning requires a
proper materials selection process that should be assessed in terms of their long-
term cost (Roston et al., 2020), durability, quality (Nical & Anysz, 2020), expected
construction time (Ibadov, 2019), and mechanical properties. The utilization of AHP
(Analytic Hierarchy Process) multicriteria assessment method (Hwang & Yoon,
1981), (Alosta, et al. 2021) can be beneficial. Among many proven and recognized
methods of multi-criteria evaluation, such as e.g. FUCOM (Bozanic et al, 2021) or
Decision Making Trial and Evaluation Laboratory Model (DEMATEL) technique,
integrated with Analytic Network Process (ANP) (Osintsev et al. 2021), as well as,
Fuzzy AHP and Fuzzy MARCOS Approach (Bakir et al. 2021), it was decided to use
the AHP method. It is broadly spread in engineering and is very usable method that
separates the problem into litter steps.

The AHP is a four-step method with the following steps (Saaty, 1980), (Saaty,
2008), (Trzaskalik, 2006). The steps are the following:

e  Step I - hierarchy of the problem;

e  Step Il - definition of preferences by the decision-maker;
e  Step Il - preference matrix consistency testing;

e  Step IV - creating a summary ranking.

In step I, it is necessary to define: the problem faced by the decision-maker,
available options of a solution, criteria against which the available options will be
assessed, and possibly further sub-criteria. The hierarchical structure results from
the decomposition of the problem into the main goal, main factors, and side factors
(Anysz et al,, 2021). In step II the decision-maker using numerical values from 1 to 9
(less often from 1 to 7) has to define the preferences. Table 1. shows the values of the
comparative assessment against each other. Values not listed in Table 2 (2, 4, 6, 8)
characterize intermediate values (Anysz et al., 2021).

Table 1. Comparative assessment in the AHP method (Anysz et al, 2021).
COMPARATIVE, PAIRWISE ASSESSMENT OF A AGAINSTB  VALUE

Just as good or important 1

A little better or more important 3
Definitely better or more important 5
Much better or more important 7
Extremely better or more important 9

Preferences are specified for each level within the defined hierarchical structure
(Anysz et al., 2021). Objects that are only at one level of the hierarchy can be
assessed against each other. The comparative assessment is subjective and is made
by the decision-maker (Grzegorzewski, 2019). The result of step Il is a square matrix
A in which the terms ai; concerns the preferences of the decision-maker. The digits 1
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are on the diagonal of tho matrix A there is also the reciprocal of the adopted
preferences, l.e:

1
a;; =— (1
aj
The following sub-step 15 to normalize matrix A to matrix B using the dependence
below:

(.7 [E
by = e t—
i f
i=1 %ij )

The value by is expressed as the quotient of the term oy Uo the sum of the erms in
the |-th column of matrix A (Anys: et al, 2021). Weights of the examined elements

{w4) are the arithmetic means of the rows of the matrix B according to the following
formula (Saaty, 1930; Anvszx et al, 2021; Ksigiek et al, 2014 Tubecki & Krdl, 2007,

]- n
L =Ezb!j (3]
=1

In step Il only one pair of criteria is assessed by the decision-maker each time.
The preference relationship between the criteria is asymmetric (Anysz el al. 2021).
Potential inconsistencies in the assessments of the decision-maker can be avoided,
with the intraduction of the following control coefficients: Consistency Index [C) and
Consistency Ratio [CR)

cl _'ll:llﬂ.'t'_"'
) ()
A —-mn

Ay

R =1 Gl

where:

A = Thie maximum l'."i-ﬂl’.‘-nllﬂlllt of the matrix,

RI - the value of the average random consistency index {7 according to the table
below [Table 2}

Vable 2, The valies of the average random Ihdex of BI,

Matrix
e g i 7 1] =] i]
dimension n 2 4 :
R 0 s 089 LI1 125 135 140 145 L49

If Cf < 0.10, then the preference matrix is considered consistent When CR =
0150, the assumptions from step 11 should be changed [Saaty, 1980; Saaty, 2 008],
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Im the last step IV, a ranking of the available solutions in terms of their suitability
e meel the main goal §s ereapest The order from the best o the worst needs o be
kept The total score of a single varkant can be calculated according to the following
formula (Anyse el al, 2021);

I

= E w - k, (6)
=1
where:

F - final seore for a given solution varkan?,

wy - criterion weight according to the formula (3],

L - gvaluation of a given criterion,

4,2, Application of AHP for the sebection of wood

The decision problem lies in the selection of the most advantageous type of wood
for the structural elemenis Fom which the bulldings intended [or the stay ol the
elderly will be erected. For this purpose, the study of the data contained in Figure 5,
concerning the mechanical characteristics of wood, will be applied. The evaluation
criteris, in this case, are the resulls oblained in the following tests:

Criterfon 1: bending, f:
Criterton E: tension, fis
Criterion 3: tansion, fieo;
Criterion 4: compression, fo;
Criterion 5: compression, o

Criterion &; shear, f+

The varlants are aeqigned as follows:

-

L4

Variant 1: spruoce;
Variant 2: oak:
Variant 3: ash;
Variant 4: besch,

4.3 Results

Currently, the natural higher strength can potentially be mostly used for partial
reinforcements in timber structures, eg for strengthening the lateral compression
capacity at supports or loading plates or the tension capacity perpendicular to grain
al notches and holes or in tapered and curved beams [Franke, 2013).

Aﬁml‘dil‘lﬂ ta the salcilations in the AHP assessment method, the FI:'II[I.'I'I'I'I'rIE
criterla welghts are abtalned [Figurs &),
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Using the criteria weights from Figure &, the final result and order are as follows
[Table 3.
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The hlghest score of 0,363 was obtained for beech. It is fellowed by ash, oak, and
Spruce, respectively.

5. Conclusion

AHP analyses ranked timber species taking into account the main mechanical and
criteria of main concerns for the elderly population. Results indicated that the most
optimum was Beech, followed by Ash, Oak Spruce. However, to provide the selection
guidelines that will be generally accopted by the industry further studies should
congern aspects of the CLTdurability of the erected facilities and the costs of their
long-term operation. IL s important to take into account potential limitations in the
development of CLT technology, related to, inter alla, access to wood resources with
the required strength parameters, and regulations for the silviculture and timber
design and utilization z= construction material. The aspects of the availability and
cost of obtaining wood raw material, which may differ significanty from country to
country, are aleo important. Further studies on CLT aptimization showld facus on
adhesives and bonding parameters, strength, snd durability, as well as. on novel fully
rohotized and highly efficient production technology,
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Abstract: The Jocotfon selection of facllities become o mofor interest for the
organizations to establish their plonned business for a lomg period of time. The choice of
Che et fpcobion among o sel of condidale locations is o complax process, Although the
mitiphe criberio decizion making (MODM) methods are applicalie for location selection
probiems, different solutions can be obtained psing different MODM methods, Thus, @
cemparative study between four different MOOM metheds was applied within numerical
gximpie b show Che deviations in runking of the alfernotives thol oocwrs when dijJeremrt
methods ore used, The weights of etbributes are ussigned wsing olyective method nomely
Entropy. weight method. The rank diogreaments ore expressed wsing spearmoan’s
correlabion coefficients,
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1. Introduction

Locating a facility is a common problem generally called Facility location problem
[FLF). The study of facilities location was mainly as a result of Weber's book “Theory
of the Locations of the Industries” a5 Weber and Friedrich [1929] stated how o
determineg the location of a single warehouse to minimize the distance function. The
lacation theory gained the researchers’ interest as Hakimi [1964) mentioned how to
find the: optimum location of & switching conter in 2 communication network and the
best location for police station in a highwsy system. Facility locatlon models can vary
according to their abjective function, number and sizes of the facilities and several
other decisions (Farahani, 200597,

Traditionally, the objective of FLP could be minimizing either the cosis of
transportation or the distance rom the demand areas. The FLP was analysed by a ot
of researchers [Toregas etal., 1971; Voegd, 1983 Frances et al, 1992 Marianoy et al..
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2002; Drezner & Hamacher, 2004) and throughout the analyzation, it was developed
to be a MCDM problem where several criteria are taken into account. This type of
problems is called multiple criteria facility location problem where it is required to
assign suitable location for a facility relative to a set of criteria. These criteria could be
transportation costs, the land costs, safety and security, etc. Several alternatives are
evaluated, data are collected and decisions are made relative to the defined set of
criteria. The decision maker (DM) is responsible for making the right decision through
various MCDM methods. The main steps in MCDM may be illustrated as follows:

(1) Establishing the criteria relating to a set of goals.

(2) Generation of the alternatives.

(3) Measuring the Performance of the alternatives.

(4) Applying a MCDM technique.

(5) Ranking of the alternatives.

(6) Accepting the solution obtained from the MCDM technique(s).

Steps (1) and (6) are mainly dependent on the decision makers while the other
steps are likely an engineering tasks. A lot of potential is exerted in generating and
evaluating the alternatives (steps (2) and (3)), and it can be even more harder to
evaluate the alternative in some cases such as in the dynamic environment where the
performance can be changed as a function of time. The generation of alternatives is a
complicated process where there is no exact method or mathematical model to help in
such process. Nothing can replace the human creativity in generating the alternatives.

For step (4), the decision maker must show his preference in applying a certain
technique for obtaining the weights of criteria and the ranking of alternatives. Many
MCDM approaches are available nowadays, most of them are following the same steps
of making a decision. The only doubtis that each MCDM techniques produces a diverse
ranking from the other techniques (Voogd, 1983). The differences in the mathematical
models of MCDM methods leads to inconsistency of ranking. Afterwards, leads to
several possible solutions.

Several MCDM methods can be applied to FLPs such as technique for order of
preference by similarity to ideal solution (TOPSIS) method, grey relational analysis
(GRA) method, weighted sum method (WSM), analytical hierarchical process (AHP)
(Alosta et al. 2021), evaluation based on distance from average solution (EDAS)
method and combined compromise solution (CoCoSo) method. The pre-mentioned
methods require a method for assigning the weights for criteria except for AHP as
criteria weights are calculated using pairwise comparisons between the criteria.

Most of MCDM methods requires a technique for assigning the weights of criteria
as each criterion must have its importance compared to other criteria. The assigned
weights can be calculated through subjective or objective methods. In subjective
methods, the weights are determined through the experience of judgements while the
objective methods depend on mathematical computations that neglects the decision
maker preference towards some criteria. One of the most common objective weighting
methods is entropy weight method (EWM). The EWM is used widely by decision
makers for determining criteria weights. However, it sometimes fails to express the
importance of certain criterion within a set of decision criteria.
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In this research, the classical methods namely TOPSIS and GRA are compared with
some newly developed methods namely EDAS and CoCoSo for evaluating the facility
location problem. The focus will be on the deviation of ranking for the four different
methods and whether they will agree the best and worst alternative or not. The
procedures of each method will be illustrated and the methods will be compared
through a numerical example concerning a facility location problem.

2. Literature Review

In this section, the past studies that evaluated FLPs using MCDM is presented while
there is a lot of focus on the studies that used more than one MCDM method for the
evaluation of location problems as decision makers seek for optimal and consistent
solutions. However, no solution will be considered to be the optimum one in the
existence of conflicting criteria (Shokri et al.,, 2013).

Some studies used only one method to evaluate location problems as Athawale et
al. (2012) applied PROMETHEE II method for FLP under linguistic expressions. The
method was proved to be effective tool for location selection problems. Zak and
Weglinski (2014) applied ELECTRE I1I/IV method for location selection of logistics
center in Poland. Stevic et al. (2015) applied AHP method for location selection of
logistics center with three candidate locations.

Many studies headed for using more than one MCDM method to ensure the
consistency of results as Chakraborty et al. (2013) applied four MCDM methods for
location selection of distribution centers, the four methods are GRA, multi-objective
optimization on the basis of ratio analysis (MOORA), operational competitive rating
analysis (OCRA) and ELECTRE II. The four methods agreed the best location while
there was a deviation in ranking for the remaining locations. They concluded that the
deviation that occurred in ranking of the locations within each method is due to the
difference in the mathematical model of each method. Niyazi and Tavakkoli (2014)
used three MCDM methods for the same problem, the methods are TOPSIS, additive
ratio assessment (ARAS) and complex proportional assessment (COPRAS). The three
methods produced different ranking even for the best location.

Parhizgarsharif et al. (2019) ranked forty locations in a construction site to choose
the top twenty locations for establishing twenty facilities within them. The criteria
weights were determined using best-worst method (BWM), GRA and VIKOR methods
were used for ranking the sites. They concluded that GRA method is reliable and its
ranking can be considered as a final solution for their case study.

Mihajlovi¢ et al. (2019) applied two MCDM methods for location selection of
logistics center in Serbia. They used AHP and hybrid AHP-WASPAS methods, AHP
method for criteria weights, moreover, the ranking of alternatives and WASPAS for
ranking of alternatives using weights from AHP method. The two methods agreed the
choice of best and worst alternative, furthermore, the ranking was almost identical.

Adali and Tus (2021) ranked four candidate hospital site locations by TOPSIS,
EDAS and combinative distance-based assessment (CODAS) methods. The three
methods produced the same ranking and the authors pointed out to the simplicity of
both TOPSIS and EDAS methods. Chen et al. (2018) used EDAS and modified WASPAS
methods for a teahouse location selection in Lithuania. The results showed that using

123



A. El-Araby et al./Oper. Res. Eng. Sci. Theor. Appl. 5(1) (2022) 121-138

random weighting techniques leads to inconsistent ranking of applied MCDM
methods.

The integration of fuzzy theory with MCDM methods was mostly used to overcome
the problem of dealing with linguistic variables in most of MCDM methods. As a result,
Chauhan and Singh (2016) applied fuzzy AHP and fuzzy TOPSIS to determine a
location for throwing away the healthcare waste. Suman et al. (2021) compared
between AHP and fuzzy AHP methods for location selection of furniture industry in
Bangladesh. The two methods agreed the ranking of alternatives. However, there was
avariation in the priority of weights developed by the two methods. Kieu et al. (2021)
used hybrid spherical fuzzy AHP and CoCoSo method for location selection of
distribution center in Vietnam. They proved the stability of CoCoSo method as the
ranking was consistent regardless the value of parameter A.

3. Methodology

In this study, the EWM is used to determine the criteria weights and the final
ranking of alternatives will be done using TOPSIS, GRA, EDAS and CoCoSo methods.
TOPSIS and GRA methods are well known to most of decision makers. However, the
recently developed methods namely EDAS and CoCoSo require further analysis and
preview. The beginning of the solution of any of the proposed methods must be the
construction of the decision making matrix which represent the performance
evaluation of alternatives with respect to criteria chosen by the decision makers.

Xig  Xig e Xpj Xig
Xa1  Xpp e Xpj  Xopg

D= ]
xil XL-Z XL-]- xin
X1 Xmz e Xmj Xmnl

The rows stand for alternatives and the columns stand for criteria, i = 1,2, ..., m and
j=12,..,n

3.1 Entropy Weight Method

The entropy concept was developed by Shannon (1948) in theory of the
communication to deal with uncertain information and missing data. However, the
entropy concept was used to describe the irreversible motion that occurs in
thermodynamics science. Later, entropy concept was found to be effective dealing
with decision making problems (Zeleny, 2012). The method depends on the numerical
data collected by decision makers to determine the relative importance of each
criterion. In other words, the Shannon's entropy was extended to entropy weight
method which is an objective method for determining the weights of criteria. The steps
of entropy weight method can be illustrated as follows:

(1) The normalization of numerical data using Weitendorf's linear normalization
(Aytekin, 2021),

xij - rniln XL-]-
= _ (1)
maxxij — min XL-]-

i i
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PIS = (v}, .. v} = {(m?x vyljer), (mjn vylj e} (8)

NIS = {vp, ..., v7)} = {(miin vyljer), (miax vylj e 1)} (9)
Where I’ represents benefit criteria and I’ represents cost criteria,

(4) Calculate the distances from the PIS and NIS for each alternative dependent on
the Euclidean distance. The distance from the PIS is calculated as,

(10)
(11)
(5) Calculation of the closeness coefficient for each alternative using,
s 12
YT DF+D; (12)

(6) Ranking of the alternatives on basis of the closeness coefficient values. The
higher the value of the closeness coefficient the more preferred the alternative.
3.3 GRA Method

Grey relational analysis (GRA) is derived from the grey theory that was developed
by Ju-Long (1982). The grey theory proved to be efficient dealing with incomplete
information. The word “grey” refers to the mixture of black and white, the colour black
for unavailable information and white for the available information. Kuo et al. (2008)
tested GRA method as a decision making method by comparing it with three different
methods. They proved that GRA method is applicable as MCDM method for real-world
problems. The steps of the GRA method can be illustrated as follows:

(1) The normalization of the decision making matrix using Weitendorf's linear
normalization represented by equations (1) and (2).

(2) Compute the deviation from reference sequences matrix using,

AU= |x0}- - x,;jl (13]
Where x,; = Max{x;;, j =1,2,..,n}

(3) Calculation of the grey relational coefficients.
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o+ ‘fﬁ'nlrr.r
F{-'I.I-DI"‘-I:_I':} = ém [L4)

Whete,

The distingulshing coefflelent £ £ [0,1],
A= Min(A;;, im1,2 _m;fw 12 0]
A= Max{dyi= L2, . m: f=1L24 ... nk

(41 Calcukation of the grey velational grade LGEG) for each alternatre,

Py X, )= Z W) l'{"‘m""u] (15)
d=1
w, is weight of each criterlon az Bl w, = 1.

(%) Ranking of b aloernavives on bagks of GRG valwes. The best alternative s che
highast walue ol GRG,

i4 EDAS Method

The EDAL miethod developed by Keshawarz et al [2013), i= clained to e wsefl
dealing with conflicting set of criteria in decision making problems, In EDAS method
tha evalwation is based only on one measurs which k& the destancs from tha 2verage
seludon m positve and nezative directlons The steps of EDAS methad can be
illustrated as belgw-

[1] The awerags sclution [AYV) accordling to a setof crlteria |5 calculatad using.

T w1 %1y
! n

(16}

(2] The positlve and negatlve distances from the average soluthon manrlces ars
Cakoul ated using,

T € " theh use BquUravInS,

nm:{{ﬂ.{.:.” - WJ}]

, = 17

FDA, . T, (L7}
|11a'.c{ﬂ. I:_Tﬂ::, - I.-,.”

o L 1¥

MDA, 7 (L¥}

[FL & " dien use equations,
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|1'm{{l].{:$ - .1'”.}] (1%}

!

PiRA;

max {D. fx;) = A_I'}]:J
HDA" - Al-}

(3) Cabculathon of che waightad sumof PEA and MDA for each altarnative uslog,

(20)

T

m:me% (21}
=1
n

=3 wmNDA, ()
A=l

(41 Mormallzadon of IF and 3N values for each alternative using,

5Py = 0 :
" max 5P, (&5)
S,
NN =1 = [24)
(5] Calcubate the appraksal soore for each alternabve usling,
R
A =3 (NP, + N3N [25)

Where S A5, 51

(6) Ranking the dternatlve based on the values of AS, where the best alternathye
[as the highest value of average seore.

3.5 ColoSo Method

This methed was developed recently by Yazdani ee al, (20019) which i baged o0
two cotmoh approaches namely welghted sum moda WEM) and exponentally
weirhted product model Thie mathod develops three different appralzal scores to
evaluate the Avternatives, Thus, a Anal coafficient combining thase scores is caloulated
o abizin mors rabasr stz The sraps of the CoCa%o mathod is shown as follaws

(1) The normalizacign ofthe decskon makneg matrr welng equaclons (L) and (2],

(2] The calculation of the comparabilitr saquences using,

= Z w i (26}

.
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|'-:_ = Z,: 'F'J :Iw_u I:E,-ll-l
=
5 ig the sum of the veaighted corparability sequences and B ois the sum of the
poaer weizhted comparabilibr sequences,

(4] Three appraisal sceees Qe Caloulatesd using,

o &TR s
Ty [£4)
) 5 ",

g, — — [0

mini  mipH

L b EL An
M T N4l =dimas e

A €[] (33

[*] Frmal Ranklag of the altessateses based on the calues of coeficleat & a6 the
Tigher the valua the nwre preferred the allar nakyve.

. 1
o=k k1 3 U i 1K) [31)

& Numerlcal Example

I this sectiom. the lecatian prablem presanted by Zak and Weplinski (2001% 42
adoptcd. The aim ot the problera is ta seloct the most switable region ler placing
Tugistios conter (LT m Malansd Tep daferant pemiops arg nemingvd lor placisg the
147 b aher renon, esch neation covers anoares of L2 -4 chnusands ko™ andd has a
spebic characteristic than the othoers The pedormesnes of nominated locations is
rregers mren ] el ree Lo criterio e pressewled w1, T L C80 e voresicler e et
the atakemnldars’ nterest and requirernents. The 521 af cicena considered me this
example ate, Condition of tranzpoctaticn infrastructuwre {C10, Econamic development
(O3 IS TIenTans AR Level b Tt eratrnnnd gl hes anm prhitietess (F4];
lavestment attraction [C30, Transportation and logistics attraction {60, ool
attraction [C7]: Environmental affability {CB), Safety and sacurity (L% The altentive
resider can reret b Zok and Wedllhskl (201407 fow mesre detalls abrout the cade st
Tha porfor manoe af altcrnatives wachin the set of critcria is shoven in table (1) The
awtranlsing ELECTRE ATV micthed was wsed to salve this prablom. Howorer. the
propased MODM by [Section 3] arg vsed in by st sl gives g chew ranlaong
ol the alew natives.
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Table 1. The Performance of the Alternatives Respect to Criteria
Criterion C1 C2 C3 C4 C5 Cé6 C7 C8 C9

Preference MAX MAX MIN MIN MAX MAX MAX MAX MAX

Al 90.3 11350 392 9 1110 9709 4.5 7.5 7.5
A2 132.2 11558 421 12 1019 13379 7.17 6.5 4.5
A3 98 9416 395 6 1176 6991  4.33 6.5 8

A4 101.3 13275 443 9 312 11904 417 6.5 6

A5 1385 11939 402 6 606 7958 7 8 7.5
A6 146.8 20049 424 18 284 15669 4 6.5 3.75
A7 1331 9396 393 7 900 10425 7 6 7.5
A8 121.7 12989 395 10 2789 13275 8 7.5 5.25
A9 222.7 13822 406 12 1733 14382 417 4 3.75

Al0 146.9 10131 397 13 2355 11653 7 4.5 4.75

5. Results and Analysis

In this section, the weights of each criterion are computed, the results of the four
methods will be discussed and presented within tables. A comparative analysis
between the four methods including spearman’s rank correlation analysis will be
discussed.

5.1 EW Method

The weight of each criterion is calculated as shown in table (2). The weights of
criterion C2 and C7 are the highest among the set of criteria which is realistic as the
economic development (C2) and the social attractiveness (C7) are important factors
for the success of the logistics center. The level of transportation and logistics
competitiveness (C4) has the least value of weight which is confusing as the
transportation is one of the most factors affecting the logistics centers. However, the
weights obtained by the entropy method is satisfying for an objective weighting
method.

Table 2. The Entropy Weights of Each Criterion
Criteria C1 Cc2 C3 C4 C5 Cé Cc7 Cc8 Cc9
E; 0851 0.799 0934 0935 0833 0903 0794 0918 0.841
w; 0.125 0.168 0.055 0.054 0.141 0.081 0.173 0.069 0.133

5.2 TOPSIS Method

The ranking of each alternative on basis of the closeness coefficient values is shown
in table (3). The ranked one alternative (A8) has the shortest distance from the ideal
solution and the longest distance from the worst solution. Thus, it has the highest value
of closeness coefficient.
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Table 3. The Final Ranking of TOPSIS Method

Alternative Df D7 CC; Rank
Al 0.08149 0.04220 0.34117 9
A2 0.07506 0.04434 0.37136 6
A3 0.08488 0.04538 0.34837 8
A4 0.09632 0.03011 0.23820 10
A5 0.08081 0.04898 0.37739 5
A6 0.09445 0.05166 0.35360 7
A7 0.07892 0.04857 0.38097 4
A8 0.04640 0.08992 0.65963 1
A9 0.06414 0.06401 0.49948 3

A10 0.05745 0.07238 0.55746 2

5.3 GRA Method

The results of GRA method are presented in table (4). The value of the
distinguishing coefficient (¢) was set initially at 0.5 as per past researches (Tosun,
2006; Kuo et al,, 2008; Abhang et al., 2021). The ranked one alternative (A8) has the
highest value of GRG. In other words, A8 has the most similarity to reference sequence
that makes it the best possible choice among the set of alternatives.

Table 4. The Final Ranking of GRA Method

Alternative GRG Rank
Al 0.51695 8
A2 0.49420 9
A3 0.52507 7
A4 0.43080 10
A5 0.58826 2
A6 0.53862 4
A7 0.55923 3
A8 0.68309 1
A9 0.53136 5

A10 0.52805 6

The value of distinguishing coefficient is analyzed to study its effect on the results
of GRA method for this example. The distinguishing coefficient was set at 0.25, 0.5,
0.75 and 1 respectively. The results are shown in Fig (1). It is important to mention
that the ranking of the of alternatives A8, A5, A9 and A4 are always ranked 1, 2, 7 and
10 respectively regardless the value of the distinguishing coefficient.
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Figure 1. The Ranking of GR4 Method for Different Values of Distingwishing Coefficient

5.4 EDAS Method

The results of EDAS method are presented In tabe (5] The best alternative [Ad)
has the highest positive distance Mrom average solution and the shonest negative
distance from average sclution [after normalization using Eq. 24, the value of M3K,
increases as the value of 5N, decreases) As a result, the appraisal score of alternative
[A8] is the highest among the set of alternatives. L is valuable to pote the gap in the
appraisal seore between AB [rankone]) and ALD [rank twa),

Table 5 The Final Ranking of EDAS Method

Alternative NP, NS, A5, Rank
Al 020661 053047  D.36854 7
Az 020521 0, EHD 4 44708 6
Al 0.26318 038895 032606 8
Ad 0.09187 025713 017450 10
AS 043053 050305 051170 4
ab 0.52181 0 026090 9
AT 033481 IR X 048896 5
Al 1 0,9 EEH nusT14 1
Ay a4331 Lk b 544 L.5633H 3

ALl 064531 064019 Q64275 F4

5.5 CoCoSo Method

The coefficient {4} in Eg. 30 is usually given the value of 0.5 by the decision makers.
Hence, the results of this methad when A = 0.5 are presented in table (6],
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Talve 6 The Finol Ranking of GoCuSe Method

Altermaative K. K p Wy K, Rank
Al 009961 2.9070 082907 1,201 Lo
AZ 0,11205 32108 (19324 21134 +
A3 009051 2.6170 0.75332 1.7166 o
Ad LOBS 3G 2.3520 0.7 4374 160046 o
AB 011451 A.5790 095307 22794 r
A QLOGELS 23060 01.56724 14272 i
A7 010513 3.3134 0.87505 21042 5
Ad 012015 40020 1 25370 1
AD 0.08841 28061 L.73504 17774 7

AL 0.11208 3.3375 4.93282 21648 ]

The values for coefficient (1) must be checked to measure the effect of [A) on the
ranking of the alternatives. The test values are 0,25, 0.5, 0.75, 1 respectively. The
resubts of the analysis are shown in figure (2} The ooly change occurred due to the
variation of (1} is the ranking of alternatives Al and A2 as they switched the ranks
when the value of {1} equal to one, The remaining alternatives had the same ranking
regardless the value of (4] coefficient.

many

rF -

ALTTAEATTIT STsaEn

Filgure 2 The Ranking of ColoSe Method for Different Values of (4 Coefficlent

5.6 Comparative Analysis

The final ranking of TOPSIS, GRA, EDAS, CoCoSoe and reference mothod is shown in
tabde (7} The results show that there iz an agreement on the rank one alternative {AER).
A disagreement occurred between the methods for the second choice alternative as
EDAS and TOFSIE methods stand for AL0 while GRA and CoCoS0 methods stand lor

As,
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Table 7, The Compuarative Ranking between e Four Melhods and Refereoce Method

e Reference
Alternative TOPSIS GRA EDAS CoCo%o Method
Al

AZ
LRt
LL L]
- EDas
‘ ‘ ‘ o e
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Figure 3 Graphicol Representation of the Ranking Order for Each Method

A spearman’ s rank correlation coefficient [ 2 caloulated to express the deviation
betwesn the rankings of different methods in mumerical numbers. The value of [»)
always lies batweon + 1 and -1 where the value of (+1] indicates a perfect coincidence
hetvasen the two methods and the value of [:I:] indicated thal there i= o coincdence
betiwesn the two methods The closer the value of (k) to 2ero, the weaker the
association of the ranking hetween the two metheds. The value of spearman’s rank
correlation coefficient can be calculated using,

6L di

e (32)

Where d; is the difference in ranking of the zlternative by the two methods and s is
the number of aliernatives.

Tablez 8 Rank Corvelation Coafficients Bebweaan the Fowr MCDM Methoas

MCDM Methaod GRA EDAS ColoSo
TIHFELS 0.e9a497 093939 naagad

GRA 061212 049000
EDAS - - 0a303
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As shown in table (8), there is almost a perfect match between TOPSIS and EDAS
methods as the two methods are similar to each other in the concept of solution while
the smallest value of (r5) was between GRA and CoCoSo methods. In general, the GRA
method has a moderate correlation coefficient when compared to the other three
methods

6. Conclusions

In this study, four MCDM methods namely TOPSIS, GRA, EDAS and CoCoSo were
compared to show the deviation in the ranking of alternatives that occurs when using
different MCDM methods. The four methods were applied to solve FLP regarding LC
location selection and the weights of the criteria were assigned using EWM. The
subsequent observations are:

1. The weights obtained by EWM is unreasonable regarding two criteria namely
level of transportation and logistics competitiveness (C4) and transportation and
logistics attraction (C6) as the transportation criterion is one the most important
criterion for LC location selection problem. The decision maker's preference must
be present for such cases when the objective methods fail to express the
importance of a certain criterion. However, the two criteria namely economic
development (C2) and social attraction (C7) has reasonable weights.

2. Although the presence of two conflicting criteria namely investment cost (C3) and
investment attraction (C5), the four different MCDM methods proved to be
efficient dealing with such case. The alternative (A8) was selected as the best
alternative by the four methods while the ranking of the other alternatives has
some deviations from a method to others.

3. TOPSIS and EDAS methods has a very strong relation on basis of the spearman’s
correlation value. The result was expected due to the similarity on concept of
solution between TOPSIS and EDAS method.

4. Among the four methods, GRA method has the lowest correlation coefficient
especially with CoCoSo method. The value of distinguishing coefficient is still
confusing as it is based on the decision maker preference without a reasonable
explanation. However, the choice of the best alternative has not changed when
changing the value of distinguishing coefficient.

5. CoCoSo method is one of the newly developed methods that proved to be efficient
as a MCDM tool. In this study, the value of the coefficient (1) almost had no effect
on the ranking of the alternatives. For further researches, the effect of changing
the coefficient (1) must be analyzed for different numerical examples.
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Abstract: Decision-making represents o very popular fleld with many developed
approaches. However, still existy the meed for the creation of novel! integruted models
swch oz well is the cove in this poper. The novel integroted Improved Fuzzy Stepwise
Welght Assessment Rotie Analysis (TMF SWARA) method, Fuzzmy Dol welghted
geomelic averoging [(FOWGEA) operator and PESTEL [P-Political, E-Ecenomic, 5
Sacial, T-Technological, E-Environmental, L-Legal) model hes been developed, Five
decizien-makers [OMs] have evaluabed sic main elements of the PESTEL analysiz and
A0 eements more [ve for eack growpl. I'n total, we have created 35 model: based on
the developed model Results of PESTEL analvsis bosed on IME SWARA method and
FRWEA shows that legal and economic foctors represent the most sigmificant
parameters, while lost placed belong environmental group, Also, the vsefulness of the
daveloped integrated model hos been demonstroted

Ky words: IMF SWARA, Fuizy Dombi operater, PESTEL decizion-making, FROWEA
aparalor

1. Introduction

Consideration of the problem of decision-making in the presence of a number of
influential fectors has become an extremely important area. Methods, techniques,
approaches that belong to the field of multicriteria decisten making [MCDM] [Alosta
et al 2021; Yildirim et al, 2022; Pamudar and Savin, 2020} become very popular and
applicable in all fields of both scence and profession [Mahmutagic et al 2021;
Karagoz el al, 2021; Stanujkic et al. 2021; Svadlenka et al. 2020; Shekhovisov et al.
2021; Ozdadogiu et al 2021). They have practically bécome an Indispensable tool for
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efficient management of any system, thanks to their very flexible performance If we
add to that the possibility of making decisions in different conditions of uncertainty
(Ali et. al. 2021; Mishra et al. 2021; Bausys et al. 2021; Stanujkic¢ et al. 2021) then it is
clear why this is one of the most developed areas of operational research in the last
10-15 years. In addition to a large number of newly developed MCDM methods, the
development of different aggregators is being pursued in parallel (Yang et al. 2020;
Vojinovic¢ et al. 2021; Debnath, 2021) which contribute to decision-making in more
precise way. Another very flexible feature of MCDM methods is the easy way to
integrate with other approaches (Blagojevi¢ et al. 2020; Ali et al. 2021; Khan, 2018;
Wang et. al. 2020Another very flexible feature of MCDM methods is the easy way to
integrate with other approaches in order to overcome potential difficulties and make
more precise decisions.

The aim of this paper is to create an original integrated IMF SWARA-FDWGA-
PESTEL model in order to enable accurate quantification of PESTEL analysis. In this
way, soft analysis becomes precise with clear quantified values that make decision-
making easier.

The IMF SWARA method was developed last year and has been successfully
applied in several studies so far. Stevi¢ et. al. (2022) have created an objective
critique of the application of the fuzzy SWARA method by proving the applicability
and advantages of the IMF SWARA methodSeven different studies have been
investigated to prove the validity of the IMF SWARA method. Damjanovi¢ et. al.
(2022) have created the original DEA (Data Envelopment Analysis) - IMF SWARA -
MARCOS (Measurement of alternatives and ranking according to COmpromise
solution) model for determination level of traffic safety in Montenegro in interval of
23 years. IMF SWARA was applied in all six scenarios for determining the weighting
coefficients of the criteria. Zolfani et al. (2021) have applied an integrated MCDM
model in which they used IMF SWARA method for computing criteria weights for the
evaluation of logistics villages in Turkey. Vojinovi¢ and Stevi¢, (2021) have just
applied the combination of IMF SWARA and PESTEL for health system analysis. They
defined six main elements of PESTEL analysis and five sub-criteria for each of the
main groups. Vojinovi¢ et al. (2021) have also applied the IMF SWARA method to
determine the importance of criteria in the evaluation of companies engaged in the
transport of dangerous goods. Part of the criteria has been referred to the legal
aspect, which is extremely important for the proper functioning of this area. When it
comes to Dombi operator, a number of approaches have been developed including
various fuzzy forms: picture fuzzy Dombi (Jana et al. 2019), spherical fuzzy Dombi
(Ashraf et al. 2020), pythagorean fuzzy Dombi (Khan et al. 2019), intuitionistic fuzzy
Dombi (Seikh and Mandal, 2021) etc. The combination of PESTEL analysis and
MCDM methodology is rare. (Tsangas et al. 2019) have combined SWOT (Strengths,
Weakness, Opportunities, Threats) with PESTEL and AHP (Analytic Hierarchy
Process) for assessment hydrocarbons sector in Cyprus.

Throughout the rest of the paper, the algorithms of the applied methodology are
presented, the PESTEL analysis is set, and the results are presented, along with the
presentation of the calculation of individual steps. A discussion of the results and
concluding remarks were presented.
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Z. Methods

L1, LMK 5W A KRA et 1hod

IMF SWARA method hias been represenbed first hime by Writsgic ef al. (2021).
Algarithm of IMF SWaRA method can be represented through the next steps:

Swp L Arrangement of criteria in descending order bassd on their exproe]
slgnifcance.

Ltep 2v Skarting mom Hee previgusly determined rank, e relatively smaller
slgnificanca of the critersen [critenion G) was dederminad in ralation &' to the

previows o (CF-1). and this was repeated Frr each subsequent criter]on. TFN scale
far assessment of crileria using [MF SWARA iz shown in Table 1,

Table 1. Lingnistics and the TEN seate for application of TME SWA R4 mrcthod

Linguigtk: Variable Abbreviatken TFH Scale
Absolutely s sl@mificant ALS (L11]
Dominanth kess slgnlfcant BLE [0.5.0.667 1]

Much less significant ML: (4.05.0657)
Feally bess significant RLS (3323,04,05)
Less signbfbcant Ls (0 135,0.333.0.4)
Moderately kess significant ML (0.25.0.286033F)
Weakly bess significant WL (0222025 0288)
Equally signlficant ES (10.0.0)

Seep 3 Calculaton the fuzzy coelficrent &, (1)

-— i J;=|
L =]— 1
! {h' a1 {1}

!

Skep 4 Caloubation the welghts 7, (2)

I=L__|:H| ()

Step 5 Caleulation of the Tuzzy woelghe cosllcients (37:

_
“.a' - o {3}
o
a1

whers wyis the hzzy velatlve waight of the cricarla foand 1 denotas the total
number of criteria.
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L1, Fmsry Dumbi wperwar

FOWGA & represented by equations (41 amd (5 based on changng and
madification of the previously developed approach RHDWGA (Sremac et al Z01E],

which implies the application of luzzy instead rowgh nUmbers,

Wi
¥, =
|+ I||-| I II""I}
=] ][
i} )
FIJH"I;A{;,}}:{5,1’_,4,;:’:1,1:]:-(,1.}’: o . | 4
= 1-r u_'-'_
I+ .IEJ"I _|'||.='? [l
) i)
3 = - .
e e
=l |

where wy denotes welghe of 5 decizion makers parviclpaung it the ressarch,
while g 15 no-h-negative nuimber, .w « low vallim of TFH, 1;::’}' « ridclla yale ol TFN

and y-‘ - upper values of TR

)
Z{Fa’}

J=l

A=

PTI Prp .
Hud ) =] Pl )

S

(o)L

(et

I=l

3. PESTEL ana lysis

In this study has been reproduced PESTEL [political, economic, secio-cultural,

rechndogical, environmental and kegal @etors) analysis fnem the paper (Yoyjinoy| &
and Seevié, 2021) PESTEL analysis of the bealthcare system of dee kocal commu nity
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Legal fctors — L

Ll = Legend cod fcttutaesiomedl feemmenrarks of heqidh oare

1.2 — Healtheare guality coniral

L3 - Lepal protection of wers of healtfoare services

1A = Implemenianon and appicaion of miermatoml fegal wors

L5 = The role and aciivily of natfemal and internetional regilaiory bodies

4, Application of novel IMF SWARA-FDWGA-PESTEL MODEL

In this part of the paper has been demonsirated the application of a novel IMF
SWARA-FODWGA-PESTEL model based on the preferences of Ave decision-makers
(OM=). As the first we have created five vartous [MF SWARA models for the maln
factors of the PESTEL analysis, Aler that has been fermed five similar models for
each main parameter, so in total have been created 35 IMF SWARA masdels, IMF
SWARA models with all elements calculated using equations [1) - [3] for Mve DMs for
the main parameters of the PESTEL analysls have shown in Tables 2, 3, 4, 5, and 6.

Tabile 2. IMF SWARA of the main foctors of PESTEL analysis (DM1)

K, (i 1, W,
2 E (1,1,1) (1,1,1] [0.234,0.2430255)
3 D [0,0,0] (1,1,1) (1,1,1) [0.234,0.243.0.255)
€1 PO (02220250286) (12221251286) (077TRO80818)  (0.1820.194,0208)
L6 PR (D2Z860333,04] (1.2061.333.1.4) (0556,005,0,636] (01301460 162)
L5 0 [.233,0.40.5) {1.333,1.4,1.5] [037,0429,0477)  (0LDBT0.104,0.122)
¢ T [0L40.5,0.667] [1L4L5L667]  {0.22202860341) (0.0520.0690.087)
UM [3.926,4.114.4.273)
Table 3. (HF SWARA of the maia foctors af PESTEL analysis (DW2)
R 7 7 "
t6 PR [11.1] (LL1) [0.233.0.242.0.254)
¢+ T {0,0.00 {1,1,1) {11,1) (0.233,0.242,0,254)
2 E (02z20250286) ([LI2Z212512Z86) (0778080818 (0.1610.1940,207)
€1 PO (02502860333) [12517661333) (056306220655 (0.1360.151,0.166)
3 o (.333.0.40.5) (L333,LALT)  (D3B90 44404910  (0.091,0.108.0,124)
2 0 (0,5.0.667,1) (L5L6672)  (0.1940.2670327)  (0.0450.065,0,083)
(3944.4.122.4.291)
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Table 4. | MF SWARA of the main foctors of PESTEL analysis {DN3 )

K, d; 1 W,
6 PR (1,1,1) (1,1.1) (02510 265,0.284)
€1 PO (0E220250286) [1.2221251285) [07780B80818) (019602120233
2 B (00,0 (1..1] [FFa om0 (LI9%602120135)
o S 1 (0323 ,0.4,0.5) (L333,14,15 (051805710614 [013,0.1520.174}
Cs 0 (0.500567,1) [1.51.6672) (25903420409  (D06500091,0.116)
L4 T [D2860333,04) [L286.0133514) (0.18302570.318) (00470068009)

(3531937713977
Table 5 | MF SWARA of the main factors of PESTEL analysis (DM}

K &, L, o,
A 0 (0,010 (1.1.1] (1,1.1] [(23,0.238.0244)
06 PR (0,08 {1,1.1] (11.1) [D23.0.228.0.248)
f4 7 (DE220250286] [1I2P21251746) (GFTROEBOELE) (01790190203
L5 o0 [0286,033304)  [1L2B6,1333,1.4] (05536,060636)  [0.130.143,0,158]
C# (02502860333 [L251286,1333) (041704670509 (0.096,0.111.0,126)
i = (333.0.40.5) (1.333.1.4.1.5) (B2780.333.0387) [D06400079,0.095]

(4028 424 345)
Table 4. | MF SWARA of the mala foctors of PESTEL analysis [ODMS )

e ﬂ‘.- | ! L
i PO (0,0,00 [1,1,1] {LL1] [0.236,0.243,0.251)
C E (0,000 (1,11] (L.11) [0.Z360.243,0.251)
e PR O(02220230286) [12221.251286) [07780B.0818) (0.184.0.1940.305)
4 T (0X5E2860333) [1L2512861333) (058306220655 (0.1H0151,0.164)
5 O (0286,0333.04) (L286,033314) (417046705007 (0.098.0.113,0,126)
3 D (LLL) [222] (020802330255 (004900570064

(39864122 4.236)

The next step reproesents the application of FOWGA operator using equations (4]

and (3] in arder to aggregate previously obtained criteria weights by IMF SWARA
method. It is important to note that the weight wy of each DS is equal e 0200,

Example of the application of FDWGA operstor for the first PESTEL main

parameter is as follows.
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In the same way have been abtained the other main paraneters of the PESTEL analysks and consequently Al subparameters After
applving IMF 33WARA - FIMWGA - PESTEL miodel fuzzy weights for the maln parameters is shown in Figure 1,
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Figure I, Walghts of the main paorameters of PESTEL analysis

Figure 1 shows fuzzy weights of the main parameters of PESTEL analysis, Red
color denotes low walue af TFH, blue middle and green upper value of TFN. The most
important parameter iz the legal group with value of:

iy o (LOBS.0UEOZ,0,118), wy = (00194, 0207, 0.222)

The results obtained according w proviowsly described steps of ITMF 5WARA -

FOWGA - PESTEL maodel that denotes fuzzy values of subelements have been shown
in Tahle ¥,

Toble 7. Overall resulis of importance of PESTEL analysis for each group after
oppilication af TMF SWARA - FIWGEA modei

W TFH W TFN m TFN

wi (0085.0102,0118) wa  (021502270239) wa  (0.23.0245.0.261)
win  [0.203.0217.0232) wn (018402070226) wx (0150171.0.192)
wi [0181,02001,0221) we  (0192,0207,0222) we (0.080,0.108,0125)
wis  [0162,016850205) wn  (0092011,0127)  wa  {0.2750.285,0.297)
wis  (01950.21,0226) wx  [016017B0.195)  ws  (K1340.153,0172)

W TFHN W TFM Wy TFM

wa  [0.273.0282,0294) we [(019302060.22) ww (0.2450.253,0264)
wiz  [0.089,01150138) ws: (QOBZ.0.10L0113) wee (0.259,0.266,0276)
way  [0.204,0219,0234) wa  (0.263.0.2690278) wws  (0.2060.218,0.232)
wi  [0.117,01380156) ws (0.212,02250238) ww (01140.134,0152)
wis  [0.13801580177) wss  (01220141,0.158) wes  [0.09,0,109,0.126)
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Final results have been obtained multiplication of values represented in Figure 1
(the main parameters of PESTEL analysis) and values of subcriteria represented in
Table 7. These final results have been shown in Table 8.

Table 8. Final results of importance of PESTEL analysis after application of IMF SWARA
- FDWGA model

wj TFN wj TFN wj TFN

wu  (0.011,0.015,0.02) w21 (0.036,0.042,0.048) ws1 (0.024,0.029,0.035)
wiz (0.027,0.033,0.039) w22 (0.031,0.038,0.045) w32 (0.016,0.02,0.026)
wiz  (0.024,0.03,0.037) wzs (0.033,0.038,0.045) wss (0.009,0.013,0.017)
wis  (0.021,0.028,0.035) wzs  (0.015,0.02,0.025) wss  (0.029,0.034,0.04)
wis  (0.026,0.032,0.038) wzs (0.027,0.033,0.039) wss (0.014,0.018,0.023)

wj TFN wj TFN wj TFN

wa  (0.024,0.031,0.039) ws1 (0.014,0.02,0.026) we1 (0.048,0.053,0.059)
waz  (0.008,0.013,0.018) wsz  (0.006,0.01,0.013) wes2  (0.05,0.055,0.061)
wasz  (0.018,0.024,0.031) wss  (0.02,0.026,0.032) wes  (0.04,0.045,0.051)
was  (0.01,0.015,0.021) wsa  (0.016,0.022,0.028) wes (0.022,0.028,0.034)
wss  (0.012,0.018,0.024) wss  (0.009,0.014,0.018) wes (0.017,0.023,0.028)

According to calculated results shown in Table 8, it can be concluded that legal
(We2, we1, and wes3) and economic factors (wzi1, wzs, and wzz) are the most significant
within the PESTEL analysis with values of (0.05,0.055,0.061), (0.048,0.053,0.059),
(0.04,0.045,0.051), (0.036,0.042,0.048), (0.033,0.038,0.045), and
(0.033,0.038,0.045), respectively. Least significant factors are , wss, waz, and wsz with
values (0.009,0.013,0.017), (0.008,0.013,0.018), and (0.006,0.01,0.013) respectively.

Conclusion

Quality and adequate functioning of healthcare systems are not only medical
question, because depends on economic factors, environment, legal factors, political
events, organization of the healthcare system, and others. For that reason we have
implemented a novel integrated IMF SWARA-FDWGA-PESTEL model in this
important field to can observe the real and current state of healthcare system taking
into account political, economic, socio-cultural, technological, environmental, and
legal factors. Strengths of the developed integrated model can be manifested through
the possibility of its application in any area which considers various parameters and
various solutions.

Results of PESTEL analysis based on IMF SWARA method and FDWGA shows that
legal and economic factors represent the most significant parameters, while last
placed belong environmental group. The contribution of the performed study can be
observed from the following aspects: quantification of the PESTEL analysis, it is
possible to find out how important and influential these factors are in the current
situation in the healthcare system. Also, integration of PESTEL analysis with the IMF
SWARA - FDWGA with PESTEL has been performed for the first time in the
literature. Future research can be related to defining appropriate strategies for
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management ol this healthcare system and developing a novel MCDM mode] e theic
evaluation,
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Abstract; The oim of this research is lo predict the total and averuge monthly night
trafiic on stabe rowds In Sertda, using the fechnigque of supervized mochine fearming. A
set of date on Lotal and average monthly night traffic has been used for fraining and
testing of predictive models, The dota sed was oblpined by counting Lhe Draffic on the
roads fn Serbia, in the perfed from 2011 to 2020, Vartous classifleation and regression
predichion models have been fested wsing the Weka saftware tool on the available data
set and the models based on the K-Nearest Nelghbors clgoerithm, as well as models based
o regression trees, hdve shown re best resulls, Furthermore, Lhe best moedel hos been
cihpiast iy codrpaeing Che performances ofF models According to ofl Dhe mentiofed
criteria, the model based on the K-Nearest Nelghbors algorithin has shows the best
resuits. Deing this model the prediction of the total ead averoge nightly trafic per
morth for bhe following year ob the sefected &raffic counting locations hox been mode,

Keywards: mockine learning, traffic fow, prdiction, K-Mearest Nefghbors, Welka,

1. Introduction

The accelerated urban development is faced with mobility challenges caused by
increased transport of passengers and goods, The development of smart citios 15 based
on the analysis of traffic data, They are used in dimenzioning of road ssctions,
cennections and Intersections, as well as dimensioning of road structures,
environmental protectien measures, economic and financial evaluation of projects,
planning of management and maintenance of road infrastructures {Public Enterprise
"Roads of Serbia®, 2002], Monitoring the road network is one way (o collect real-time
traffic data. Various sensor technelogies prevail in this type of data collectlon, such as
technologies based on inductive loop detectors, laser radar sensors, ete, (Magalhags et
al, 2021},

* Correspanding authar

d.mlzdenovic@sfbgacrs [0 Miadenowi€), spnkovicfisfhzacrs  [S  Jankowvic),
s.adravkowicdisCbgac.rs (5 Tdravkoeid), sneFAnaArnEsThgaces & Miademavil],
anauzelcdalbgacrs (A Voclac)


https://doi.org/10.31181/oresta240322136m
mailto:d.mladenovic@sf.bg.ac.rs
mailto:s.jankovic@sf.bg.ac.rs
mailto:s.zdravkovic@sf.bg.ac.rs
mailto:snezanam@sf.bg.ac.rs
mailto:ana.uzelac@sf.bg.ac.rs

Night Traffic Flow Prediction Using K-Nearest Neighbors Algorithm

The monitoring of traffic flows is important, both because of monitoring of the
traffic conditions in real time, and because of predicting the characteristics of traffic
flows in the future (Jankovic et al., 2020). Time determinants, such as: a day of the
week, an hour of the day, the dates of state and religious holidays, holiday vacations,
and so on, are some of the factors that permanently influence the formation of the
usual intensity of traffic flows. Some other factors, such as: weather conditions, road
conditions, maintenance of road infrastructure (Sénquiz-Diaz, 2021), use of
alternative routes and traffic accidents can influence the characteristics of traffic flows
to change for the observed time interval. In the situation where the flow of vehicles
exceeds the capacity of the road congestion occurs. Traffic congestion leads to:
prolongation of time spent in transport, increase in transport costs, increase in
emissions of harmful gases, passenger delays, as well as delays in the delivery of goods.
Therefore, the prevention of traffic congestion is one of the most important goals of
predicting the characteristics of traffic flows.

Supervised machine learning is a method of predictive analysis that enables
prediction of future values of a target variable for independent attributes in the future,
based on known values of the same target variable and known values of the same
attributes in the past. Collection of traffic data provides opportunities for the
development of supervised machine learning models which are going to be used to
predict the characteristics of future traffic flows (Zhang et al.,, 2020; Park et al.,, 2018;
Xuetal, 2013).

The forecasting of traffic flows has been the subject of numerous studies over the
last two decades. The second section of this paper contains an overview of the most
significant studies related to this subject. The authors of this paper have limited their
research to detection of night traffic patterns and the prediction of night traffic (i.e.
traffic in the time period from 22.00 hours to 06.00 hours). The purpose of this
research is to examine the possibilities of short - term prediction of night traffic
volume using the technique of supervised machine learning. The methodology
according to which this research has been performed and the basic characteristics of
the algorithm that has shown the best results in prediction (K-Nearest Neighbors, K-
NN) are presented in the third section of this paper. The fourth section of the paper
describes a case study realized within this research. In the case study predictive
models have been created and the prediction of the total and average amounts of night
traffic per month has been performed on selected road sections in Serbia. The data
collected by automatic traffic counters (ATC) have been used in training and testing of
machine learning models. The most significant results of the case study and discussion
on the results are presented in the fifth section of the paper, while the last sixth section
concludes the paper.

2. Literature Review

All models developed for traffic prediction can be broadly classified into three
categories: parametric, nonparametric and hybrid types of models. Parametric models
are e.g. historical average (Williams et al., 1998) time series models and Kalman filter
(Guo & Williams, 2010). Seasonal autoregressive integrated moving average (ARIMA)
is a classic parametric time series model used in the study (Williams & Hoel, 2003). In
contrast, nonparametric models are mostly data-driven and use empirical prediction
methods, including primarily Neural Networks models (Vlahogianni et al.,, 2005; Yasin
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Codur & Tortum, 2015), nonparametric regression (Markovic¢ et al., 2010; Cai et al,,
2016), and Support Vector Machine (Zhang & Xie, 2008; Peng & Tang, 2015). In
addition, the hybrid approach combines two or more models to generate predictions,
e.g. non-linear chaotic prediction model (Wang & Shi, 2013), multiagent prediction
model (Ma et al,, 2001), modular network model (Vlahogianni et al., 2007), etc. The
Karlaftis & Vlahogianni study (2011) compares traffic forecasting models based on
parametric (statistical) methods and neural network-based models. Boukerche &
Wang (2020) provide a classification and an overview of machine learning models
used in traffic flow prediction. According to these authors, the mentioned models are
divided into regression models, instance-based models (such as K-NN), kernel-based
models (such as Support Vector Machine - SVM and Radial Basis Function - RBF),
neural network models (such as Feed Forward Neural Network - FFNN, Recurrent
Neural Network - RNN, Convolutional Neural Network - CNN) and hybrid models
(combinations of two or more different models).

Shamshad & Sarwr (2020) developed a model for predicting traffic volume at an
hourly level, using two machine learning algorithms: Artificial Neural Network (ANN)
and SVM. Traffic data obtained with the help of road sensors, as well as data on
meteorological conditions have been used to train and later test different machine
learning models. This study shows that ANN-based machine learning models show
good results in long-term predictions, while SVM-based models show good results in
short-term predictions.

Zhang et al. (2013) have developed a nonparametric regression model, based on
the K-NN algorithm on the MATLAB platform. The experimental results of this study
show that the prediction accuracy of the highway traffic volume, using the K-NN
method, is over 90 percent accurate. In the study (Zou et al., 2015) the authors show
that, when applying K-NN methods in short-term traffic prediction, a much more
accurate prediction is achieved if, in addition to temporal attributes, spatial attributes
are included in independent attributes as well. In some studies, the basic K-NN method
for short-term traffic prediction has been improved, in some way. For example
“Specifically, two screening layers based on shape similarity were introduced in the K-
nearest Neighbor non-parametric regression method, and the forecasting results were
output using the weighted averaging on the reciprocal values of the shape similarity
distances and the most-similar-point distance adjustment method. ”(Pang et al., 2016).
Zheng & Su (2014) have introduced a time limit when selecting the nearest Neighbors.

In the study (Liu et al., 2018), a short-term prediction of traffic volume has been
performed using a hybrid model, based on the ANN and K-NN algorithms. Four types
of ANN have been used: back-propagation (BP) neural network, radial basis function
(RBF) neural network, generalized regression (GR) neural network, and Elman neural
network. The K-NN method has been used to reconstruct a data set on which artificial
neural networks have been trained, combining similar traffic flow patterns. By
applying these ANNs to real traffic data two important conclusions have been reached:
BP and GR neural networks show better prediction performance than the other two
types of networks, but are sensitive to changing the scope of the training data set. On
the other hand, the RBF and Elman neural networks show prediction results that are
fairly stable when increasing the data set for training. The study (Toan & Truong,
2020) shows that applying K-NN methods to a training data set can significantly
reduce the size of this data set, thus achieving faster model training using SVM
methods, without affecting prediction performance.
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In the research (Filipovska & Mahmassani, 2020) different models of machine
learning for predicting traffic interruption have been developed and tested and their
results have been compared to the results of traditional probabilistic approach.

Stojci¢ (2018) has given an overview of research in which the ANFIS (Adaptive
Neuro-Fuzzy Inference System) model has been used in the prediction of traffic
congestion. Zaki et al. (2016), as well as Shankar et al. (2012) take velocity and density
as independent attributes and congestion level as a dependent variable in the
prediction of congestion using the ANFIS model. Kukadapwar & Parbat (2015), among
others, use traffic volume to roadway capacity ratio as an independent variable, while
the target variable in their study is congestion index.

Recent research includes the application of deep learning methods in the
prediction of traffic flow intensity (Wang et al., 2018). In the study (Lv et al., 2015) the
application of a deep learning approach is demonstrated with stacked autoencoders
(SAESs) to traffic data sets that have Big Data features. Alshaykha & Shaban (2021)
combine the K-NN method and the Broad Learning System (KNN-BLS). “The basic
structure of BLS is built on the traditional RVFLNN (Random Vector Functional-Link
Neural Network), but unlike RVFLNN that directly uses the original input data to build
an enhanced node, BLS first maps the input into a series of mapping nodes, and then
uses the mapping node to build an enhanced node, and the mapping node and the
enhanced node form joint Nodes, and finally combine the nodes and the output layer
to establish a linear connection.” (Alshaykha & Shaban, 2021). Mohammed & Kianfar
(2018) have investigated the application of four categories of predictive methods in
traffic flow prediction. The results obtained using distributed random forest method
slightly exceed the results obtained using other methods.

3. Methodology

The machine learning process takes place in the following stages: data preparation,
model training, model validation, model testing and prediction. It is an iterative
process in which all of the above mentioned phases are repeated as many times as
necessary. The repetition of these phases ends when all attribute combinations, all
available algorithms and algorithm parameter values are exhausted, or when a
satisfactory model performance is reached. Once the model testing shows that the
model is successful, the use of the model in the prediction of the selected variable can
begin.

The data preparation consists of: cleaning raw data from incomplete records or
records with incorrect values, converting data into the appropriate format, etc.

The construction of the prediction models consists of:

1. Selection of the target variable, i.e. an attribute whose value should be
projected using a machine learning model;

2. Selection of an algorithm, in accordance with the nature of the target
variable and attributes;

3. Selection of relevant attributes of the data set;

4. Preparation of data sets for learning and testing of models, according to
the requirements of the selected algorithm;
155



Mladenovi¢ et al./Oper. Res. Eng. Sci. Theor. Appl. 5(1) (2022) 152-168

5. Model adjustment, i.e. values of hyperparameters specific to each type of
machine learning algorithm;

6. Model learning - implies obtaining model’s hyper-parameters through
applying a training data set algorithm on the training data set.

Since the target variables of the data set used in this study are continuous, machine
learning models based on the most popular regression algorithms have been built:
Linear Regression, K-Nearest Neighbors, Decision Tree, Support Vector Machines for
Regression (SMOreg), Neural Network.

In addition to model training and testing, a model validation has been performed
in order to select the best type of model among multiple candidates, determine the
optimal configuration of model parameters, and avoid problems known as overfitting
and underfitting. Excessive matching refers to a situation in which prediction for
instances from the training set has been perfectly learned through the model, but there
is avery weak ability to predict instances that are slightly different from those learned.
Insufficient matching refers to a case when there is failure to approximate training
data through the model, so it shows poor performance even on a training data set.

An approach known as cross-validation has been used to validate a model. This
approach to model performance evaluation uses only training data and consists of the
following phases:

1. The available data set for model training is divided into K equal parts -
folds. It is usually divided into 10 subsets (10-fold cross-validation).

2. The modelis trained on K-1 subsets of data (e.g. on the first of K-1 subsets).
3. The model is evaluated on the only remaining (K-th) subset of data.

4. Steps 2 and 3 are repeated K times. In each iteration one part of the data
is taken for the purpose of model validation, while the rest (K-1 parts) is
used for learning. A different subset is always selected to be used for model
validation.

5. Model performances are calculated as the arithmetic mean of the
performances obtained in K iteration.

Success of the numerical prediction can be evaluated using different metrics
(Witten et al,, 2017). The projected values of the target variable, obtained for the set
of instances for model validation are: ps, pz, ..., pn; while the actual values of the target
variables are: a1, az, ..., an.

Mean-squared error - Eq. (1), is the average error.

(pl—a1)2+-;+(pn—an)2 (1)

Mean — squared error =

Mean-absolute error - Eq. (2), is the mean of the absolute value of the errors.

|p1—a1|+-7-l-+|pn—an| (2)

Mean — absolute error =

Root mean-squared error - Eq. (3), is calculated in an obvious way.

(Pl—a1)2+'r'l'+(Pn—an)2 (3)

Root mean — squared error = J
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Relative-squared error - Eq. (4) is the square root of the mean of the squared
€errors.

(p1—a1)?++(pp—an)? (4)

Relative — squared error = R

Root relative-squared error - Eq. (5), is calculated in an expected way.

(p1—a1)2++(pp—an)? (5)

Root relative — squared error = \/ TR

Relative-absolute error - Eq. (6), is the total absolute error, with the same type of
normalization.

|p1—a1|+---+|pn—an| (6)

Relative — absolute error = — —
|lay—al++lap—al

The last measure of prediction accuracy is the correlation coefficient - Eq. (7),
which measures the statistical correlation between the values of a and p. The
correlation coefficient takes values from 1 for results that are completely correlated,
over 0 when there is no correlation, to -1 when the results are in perfect negative
correlation.

Correlation coefficient = Sea_ 7

VSpSa
where Spa, Sp and Sa are calculated as shown in (8):

SPA — Z?:l(pi_ﬁ)(ai_ﬁ)’ Sp — Z?:l(pi_ﬁ)z’ SA — Z?:l(ai_ﬁ)z (8)

n—1 n—1 n—1

In the great number of empirical examples, the predictive model which is the best
according to one measure is also the best in all other measures of error.

In order to predict the performances of models using unknown data, it is necessary
to determine measures of their performance on a data set that did not play any role in
model training. This previously uknown data set is entitled as the test data set.

The next phase is comparing the performances of models obtained on the test data
set with the performances obtained on the training data set. This type of comparison
enables to avoid a problem known as overfitting. If the performance of amodel is good
on training data but bad on the test data, then there is overfitting.

In order to predict the values of the selected target variables in the future, it is
necessary to prepare an appropriate set of data and apply to it the machine learning
model chosen as the best. In this research, the best results have been shown by
machine learning models based on the K-NN algorithm.

The K-NN algorithm belongs to a class of supervised machine learning algorithms
in model learning based on instances (Instance-Based Learning). In this class of
algorithms, the classification of a new instance is done by comparing it with the most
similar (the closest) instances in the training set (Aha et al,, 1991). K is a parameter
that indicates the number of most similar instances in the training set, with which the
new instance is being compared. The K-NN algorithm belongs to the group of so-called
lazy methods, because the decision on classification is postponed until the moment a
new instance appears.
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The main advantage of lagy methods s that they constrect a different
approximation of the objective function for each new instance that needs 10 be
classified. Such local assessment of the objective functon is suitable for complex
chjective functions. Bocause their models are slower o train than some other classes
of algorithms, this algorithm is suitable for relatively "small”™ data sets. This featurs of
the K-NN .n]Euﬁl.hm has fmade it s Eﬂud candidate lor Prud:ld‘iﬂn 1 A Case :\l:.u]_','
conducted as part of this research,

In the Weka [Waikate Environment for Knowledge Analysis) software tool usadin
this study, the E-Mearest Meighbors algorithm has been implemented under the name
1Bk Target variable [class], as weall as attributbes, with this algorithm can be: nominal,
numerical, date or binary and missing values of class, as well as missing values of
aitributes are allowed. Thus, the K-NN algorithm is applicable both in sobving
classification probems and regression prediction problems. In this research, it has
been applied to regression pradictive analysis

4. Case study

A Total of 321 automatic traffic counters have been installed on the network of
stale roads of the 17 category in the Republic of Serbia. Through automatic traffic
counters vehicles are detected and classifled in real-time, using inductive loaps that
are placed in the asphalt layer of the road structure, Gne such traffic counter is showm
in Figura 1.

Figure 1. Autamatic traffic counter bosed on Indirctive loops

The QLTC-10C counters continvowsly count and classify vehicdes into ten
categories, while QLTC-8C counters classify vehicles into eight categories. The QLTC-
10C counters, dassily vehides into the ollowing categories: AD - Motorceclkes, Al -
Passenger cars and Passanger cars with trailer, 42 - Combined vehicles and Combined
wehicles with trailer, E1 - Lizht trucks and Light trucks with trailer, B2 - Medium heavv
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trucks, B3 - Heavy goods wehicles, B4 - Heavy goods vehicles with trailer, BS - 5emi-
prailer rucks, CL - Buses, 02 - Articulated buses, X - Uncategorized (other) vehicles,

For each vehicle it detects, the counter records: date, time, divection of vehide
movement, ordinal number of the vehicle on that day for the observed direction, traffic
lane, vehicle category and vehicle speed. The obtained data is stored on 5D [Secure
Digital] memory cards.

I this case study data used have been obtained by automatic counting of traffic on
state roads in Serbia at 21 counting points {Figure 2}, in the period from 11,2011 ta
31.12.2020, The research was done on 4 sections of the road (1A category (road 1] and
IE category (roads 22, 23 and 46)). Selected counting places have the fbllowing marks,
e narmas: 1025 (Kraljesos 2], 1026 [Trstenik], 1027 [Pojate), 1046 (Medice], 1050
{Frijanovci}, 1052 {Pridvorica), 1057 [Prijepolje], 11536 [Mojsinje}, 1157 [Mriajevei],
1183 (Trupale Bg-Ni), 1191 (Ineks), 1193 (Knefevici), 1194 (Zlatibor), 1195 (Kokin
Brod 2}, 1196 (Nova Varod), 1198 [Gorjani), 1202 [Medwerije ), 1207 (Prijepolje 1),
1208 (Velika Zupa), 1225 [Lufina) and 1270 (Preljina).

|
i
P B

uuuuu

Fignire 2, Traffic counting locations

The purpese of the case study has been to predict two traffic intensity indicators:
total monthly night traffic (TMNT) and average monthly night traffic (AMNT), at
selected counting locations, using the method of supervised machine leaming. The
Instances of the available data set are described by the following attributes: counter,
year, month, TMNT and AMNT. The TMNT atiribute represents the total number of
vehicles that are registered by ABS at night (from 2200 hours to 0600 hours] during
the period of one month. The AMNT attribule represents the average daily number of
vehicles that are registered by ABS at night, ona monthly basis. In order to predict the
total amount of night traffic per month models of machine learning, whose target
variable is the TMNT attribute, havie been created, while models whose target variable
Is the AMNT attribute have been created to predict the average night teaffic per month.
In both groups of machine learning models, the independent attributes are countar
and month. The attribute year is used to classify the instances of the existing data set
into two parts: for model training and for model testing, Instances relating w period

159



Mizdenowic et al. #0per. Res. Eng Sci Theor, AppL 3{1] (2022 152-168

from 2011 o 2017 have been selected as a sel of data for model taining. while
instances relating o the period from 2018 tw 2020 have been used for mode] resting

Traming, validation and testing of machine learning models have been performed
in the data mining software Weka 39.5. This particular software represents a
collection of machine learning algorithms wsed in discovery operations conceming
data validity [Witten et al, 2017}, It enables the perfermance of various data mining
tasks, such as: data preparation for amalysis, classification, regression analysis,
clustering. learning through rules of sssociation, selection of relevant sttributes and
data visualization. Each of these tasks is performed in a separate graphical user
interface window of Weka software (Weka Explorer) and is opened by selecting the
appropriate tabofWeka Explorer (Figure 3} The Preprocess window, shown in Figure
3, allows vou to load and prepare the available data set for later analysis.
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Figure 3, Weka 3,95 soffware toel graphica! user interface - date preparation window

5. RBesults and Discussion

The following eight maching learning algorithms were o predict TMNT on the
training data set in the Weka software tool: Linear Regression, Multilayer Perceptren,
SMOreg. [Bl (K-NN), M5F, Random Forest, Random Tree and REFTree, A 10-fold
cross-validation, implemented in Weka software, has been applied to validate the
model. The performance of the prediction model, measured on the training data setis
shown in Table 1.
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Table 1. The performance of eight TMNT prediction models measured on a training

data set
Root Relativ- Root
. Mean- .
. Correlation mean- absolute relativ-
Algorithm .. absolute
coefficient error squared error squared
error (%) error (%)
LinearRegression 0.6417 9718.52 14687.1 73.729 76.637
MultilayerPerceptron 0.6168 10197.2 15161.7 77.360 79.114
SMOreg 0.6373 9430.72 14931.6  71.546 77914
IBk 0.9803 1985.10 3784.06 15.06 19.745
M5P 0.9434 4124.44  6840.50 31.29 35.694
Random Forest 0.9799 2004.84 381877  15.209 19.926
Random Tree 0.9803 1990.11 378491  15.098 19.749
REPTree 0.9701 2456.30 4650.40  18.634 24.266

Models based on Multilayer Perceptron, SMOreg algorithms, and Linear Regression
have been rejected due to undoubtedly unsatisfactory performance (they had a
correlation coefficient of 0.6417, 0.6168 and 0.6373, respectively). Therefore, in the
next phase - in testing the machine learning model, the remaining five algorithms have
been applied. The performance of these five prediction models, measured on a test
data set is shown in Table 2. Comparing the metrics of the selected models, shown in
Table 1 and Table 2, it is concluded that none of these models have a problem of
overfitting. In addition, in all five models on the test data set, the correlation coefficient
has high value.

Table 2. The performances of the top five TMNT prediction models measured on a test

data set
Root Relativ- Root
. Mean- .
. Correlation mean- absolute relativ-
Algorithm ) absolute

coefficient error squared error squared
error (%) error (%)

IBk 0.9391 4473.81 737393 32.8912  35.4526
M5P 0.8854 6238.81 102058 45.8673  49.0681

Random Forest 0.9382 4495.17 743849 33.0482 35.763
Random Tree 0.9391 447358  7374.1 32.8895  35.4534
REPTree 0.9303 4893.33 7833.42 35.9755 37.6618

Li & Xu (2021) propose a model for short-term traffic prediction based on the
Support Vector Regression (SVR) method. The SVR method is based on the basic
principles of the SVM method and is generalized for regression problems. The SVM
method is implemented in Weka software called LibSVM. The SVR method in the Weka
software tool is obtained by selecting the LibSVM classifier and one of its types:
epsilon-SVR or nu-SVR. However, the LibSVM classifier applied to the training data set,
in this case study, gave poor results (correlation coefficient: 0.0644 (epsilon-SVR) and
0.0281 (nu-SVR), respectively)). Therefore, the SVR algorithm was rejected in the first
phase of this research.

In the research (Filipovska & Mahmassani, 2020) the best performance has been
shown by models based on neural networks and SVM, if it is a case of class balancing.
Without class balancing, the model based on a Random Forest algorithm has shown
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the best results, Inthis case study, the neural network meded [MultilayerPercepinon)
wars rejected in the first phase because iCshowed worse resules chan all ether models
(Table 1L In contrast, the Random Forest algorithm showed excellent results in this
case study, along with the [Bk, Random Tree, and REFTree algorithms [Table 1 and
Talde 2].

The visualization of the prediction results received on the test dataset has revealed
that the model based on the |Bk algorithm [K-NN) gives the results closest to the actual
values. Therefore, the model based on the IBk algorithm has been selected as the best
prediction model for TMNT, This cese study confirmed the results of numeroes
studies, such as: Zhang et al. (2013}, (Zou et al, 2015) and Zheng & Su (201 4], which
agree that the K-NN (IBk in Weka) algorithm gives excellent results in the short-term
prediction of traffic lows,

i —— Actual TMNT - 1133 —— Actual TMNT - 1208
Projected TMNT - 1Bk - 1193 Propectad TMMNT - 1Bk - 1208
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Figure 4. Actual and projected total monthly night traffic (TMNT], at selected counters
{10 1193 und [D: 1208), for the three selected veors (2008, 2019 and 2020}
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The graph shown in Figure 4 shows the ratio of actual and projected TMNT for two
selected traffic counting locations (1193 - KneZeviéi and 1208 - Velika Zupa) and the
period from 2018 to 2020. The TMNT projection has been performed using a model
based on the IBk algorithm. The graph clearly shows that the TMNT prediction
performed on the test data set closely follows the actual TMNT values in the observed
period (Figure 4). The results of the TMNT prediction at eight selected traffic counting
locations for 2021 are shown in Figure 5.

For AMNT prediction, the same eight machine learning algorithms have been
applied to the training data set. The performance of the prediction models, measured
on the training data set is shown in Table 3.

Table 3. The performances of eight AMNT prediction models measured on a training

data set
Correlation Mean- Root Relativ- Root
. coefficient  absolute mean- absolute relativ-
Algorithm

error squared error squared
error (%) error (%)

LinearRegression 0.6346 317812 478415 74.3936  77.2268
MultilayerPerceptron 0.608 334371 494495 78.2698  79.8224
SMOreg 0.6303 308949 486324 723191 78,5034

IBk 0.9801 649018 122953 151922 19.8474

M5P 0.9445 133975 220.096 313612  35.5284
Random Forest 0.9797 65.5395 124.075 15.3415  20.0285
Random Tree 0.9801 65.069 122985 152314  19.8525
REPTree 0.9694 80.585  152.082 18.8634 24.5494

Models based on the Linear Regression, Multilayer Perceptron and SMOreg
algorithms have been rejected due to unsatisfactory performance (correlation
coefficients of 0.6346, 0.608 and 0.6303, respectively, have been recorded). Therefore,
the remaining five algorithms have been applied in testing the machine learning
model. The performance of these five prediction models, measured on the test data set
is shown in Table 4. The best AMNT prediction model has been chosen in an identical
manner as the best type of TMNT prediction model. The model based on the IBk
algorithm has shown the best results this time, as well.

Table 4. The performances of the top five AMNT prediction models measured on a test

data set
Correlation Mean- Root Relativ- Root
. coefficient  absolute mean- absolute relativ-
Algorithm

error squared error squared
error (%) error (%)

IBk 0.939 146.428 239.814 33.1472 35.5591
M5P 0.8851 204.294 332.391 46.2465 49,2862
Random Forest 0.9381 147.128 241.896 33.3058 35.8678
Random Tree 0.939 146.420 239.819 33.1455 35.5599
REPTree 0.9286 161.299 257.180 36.5137 38.1342

The graph shown in Figure 6 shows the ratio of actual and projected AMNT for two
selected traffic counting locations (1026 - Trstenik and 1046 - Vodice) and the period
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from 20LE to 2020 The AMNT projection hes been performed using a mode] based on

the IBK algorithm, The results of the AMNT prediction at eight selected aflic counting
locations for 2021 are shown in Figure 7.

— ftual ARANT - 1026 =ty ANMNT - 1046
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Figere 7, Projfected average monthly night traffic PAMNT) of selected counters for 2021

In all the diagrams shown from Figure 4 to Figura 7, it is easy to see that the
extreme values of TMNT, as well as of AMNT, occur for the months of july and August
Thiz is because almost all counting places are located on the roads leading to popular
tourist destinations, and |uly and August are the months when most paople are on
vacation and traveling.
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f. Conclusion

Thee aim of this research has been to train and test predictive modeks on the existing
diata set on the volime of night traffic on state roads in Serbia and to predict the tatal
and average amounts aof night traffic per month for the following year,

In the comnducted case stady, wsing the Weka soltware tool, machine learming
micsdels for prediction ol votal monthly night traffic [TMNT] and average monthly night
traffic (AMMNT] have been trained, based on algorithms: Linear Regression, Multilayer
Perceptron, 3MOreg, 1Bk, M5P, Random Forest, Random Tree and REPTree. In the
training data set, the 10k [K-NN] algorithm-based moded and the models based on
l'EEn:H:Huq e [ave showi a :nhxid&ruﬂ}- bl et 'F:I'[Drl'rlﬂhl’.‘ﬂ than the models firom
the functions category (Linear Regression, Multilayer Percepiron and SMOreg).
Therefore, only these models have been tested on the test data set The best
performances have been shown by models based on the K-NM algorithm, so the
Fr-EdI.r:‘LI-:.lll ol TREMNT and 4 MNT hax baen E_Illﬂ'[l'.ll.'l'ﬁElJ. using these models, The case 5I'.|.1:i1'|.'
has shown that the K-MM algorithm can ke effectively applied in selving the probiom
of regression analysis of traffic data, even on relatively small data sets,

Future research will Include the cluster analysis of traffic flows, especially the
analysis of dusters i total and average monthly night traffic. As a result of this
analysis, different patterns are expected in the volume of night traffic, on different
sections of roads, st different periods of the vear.
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Resaarch paper

Absiract: Industry 4.0 & leveroging the production capebilities of bhe Industry. The
deep digitalization that Industry 4.0 promotes enobles to extend control skifls v an
exhaustive detoll in the shop floors. Then, new planning strategies can be designed and
implemented. We present mathematica! models to represent non-permutation [Tow
shop processes, incorporgting Inodustry 4.0 feabures and customery/ocused attention,
Bazicaily, we study the impoct of Tol streamimg on the ensuing oplimization proflems,
since the work-in-process inventory control is considerably enhanced by Industry 4.0
technolegies. This, is possible Lo take advantege of subdividing the production lots inte
smaller sublots, a5 fot streaming proposes, To fest this hypothesis we wse o movel
approack fo non-permutation flow shop problems which requires a lot streaming
strategy, incorporating total tordiness as objective function. (ur analysis indicates that
lof streeming improves reselts increasingly with the number of mochines, We olso find
that the improvement is Jess steep with more sublots, increcsing the compubationgl
cost of solutions, Thiz indicates that it =5 highly relevant to fine fune the maxirwm
niimber of sublots to avoid extng costs,

Hﬂ:].-' wnrde; .‘.:r.lzed'l.n'.l'n&r. Mobthematicnl Mﬂ».ﬂ'dl”.i:rtg. Nor-Permultotion Flous ."r'i':u;r. Lat
Streaming, Industry 4.0, Total Tardiness,

1. Introduction

Manufacturing systems have changed substantially in the st decade by the
increasing digitalization of productive processes [(Xu et al 2002}, This increases the
accessibility, through the se-called Cvber-Physical Systems [CF5], to information that
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before remained confined inside the production machinery (Lee et al. 2015). With
more access to information, often acquired in real time, it becomes possible to
address more precisely decision problems that formerly could be only solved
approximately (Dolgui et al. 2019). Thus, production planning processes can now be
solved in a more efficient and integral way. Scheduling is one of the stages that will
be more affected by the new technologies, since it is the last phase before starting the
physical production (Ivanov et al. 2016; Bicakci & Kara 2019). Decision-making in
scheduling involves solving NP hard problems, being thus at least as hard as any
problem in which checking a solution requires polynomial time (Garey et al. 1976,
Stankovi¢ et al. 2020). In this article we will focus on scheduling for non-permutation
flow shop problems. Flow shop processes represent systems in which all the
production orders are processed in the same sequence. That is, given a class J of n
jobs (with j=1,2,..,n) and a set M of m machines (such tha i =1, 2, .., m), the
operations on each job j follows the same sequence 1, 2, .., m on machines. That is,
the first operation on j will be carried out on machine 1, the second on machine 2,
and so on until the last operation is carried out by m (Pinedo 2012). This is the
production configuration applied by more than one quarter of the industries of the
world (Pan et al. 2011).

Flow shop problems have been widely studied in the literature, but largely
focusing on permutation sequences (Liao et al. 2006; Rossit et al. 2018). In those
cases, a single ordering of the jobs is imposed over all the machines, i.e. on each
machine i all the n jobs will be processed in the same order. For instance, given 4 jobs
such that the processing sequence on the first machine is 2, 1, 3, 4, in the next
machines the sequence will be the same (2,1, 3, 4). This condition does not respond
to a production process rationale, since in general the machines can process the jobs
in different sequences. The main reason for solving the problem restricted to
permutation sequences is that the number of possible solutions is n!, while if this
restriction is lifted, the number of possible cases raises to n!” (Potts et al. 1991). The
general case, without the permutation constraint is that of non-permutation
scheduling flow shop problems (NPFS). Note that the solutions to permutation
scheduling problems constitute particular instances of NPFS solutions. The recent
improvements in capacities for decision-making in production environments, makes
the latter more treatable.

Nevertheless, to avoid the combinatorial explosion of seeking NPFS solutions,
some strategies to reduce the search space are still needed. Our approach is to
incorporate a technique that contributes to facilitate production activities, namely lot
streaming (Trietsch & Baker 1993). In this treatment, the number of items to be
produced by each job is partitioned such that each part is processed independently.
Adding the lot streaming condition to flow shop problems has led to improved
performances in the production processes (Sarin & Jaiprakash 2007; Cetinkaya &
Duman 2021). Lot streaming does not require neither extra layouts nor new
technologies (D'Amico et al. 2021), but demand more attention at the shop floor,
since orders are now divided in several suborders. This division increases the
demands on the information and control systems that have to keep track of more
entities (Pan et al. 2011; Ferraro et al. 2019). It becomes thus interesting to analyze
how this strategy may impact in the context of the new production environments
where the information and control systems have been considerably enhanced. The
implementation of lot streaming in non-permutation problems has not been widely
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analyzed, particularly when the focus is the quality of customer service. We analyze
this problem in systems in which the compliance with the delivery date agreed on
with the customer is the measure of the performance of the system.

The goal of this paper is to present new ways of addressing the problems of
scheduling in the Industry 4.0 by focusing on the new challenges that the new
paradigm poses for production planning processes. More specifically, this paper
presents a novel MILP model for NPFS problems, where Total Tardiness is the
objective function optimized by allowing lot streaming. This paper contributes to the
literature on NPFS by presenting a concrete contribution, namely the introduction of
new mathematical formulations and the ensuing results.

The rest of the paper is organized as follows. Section 2 introduces Industry 4.0
and decision making processes in that paradigm, and presents a brief NPFS literature
review. Then, in Section 3, we develop new mathematical formulations, detailing
their underlying assumptions. Section 4 presents and discusses the experimental
design and the main results of our investigation.

2. Industry 4.0 concepts and Literature Review

In this section we review the relevant notions of Industry 4.0 needed for our
analysis as well as the literature on lot streaming in non-permutation flow shop
processes. Both issues become relevant in the last decade thanks to the technological
advances that gave rise to the current fourth industrial revolution.

2.1. Industry 4.0 concepts

The main drivers of this revolution have been the Internet of Things (IoT) and
Cyber-Physical Systems, which allow the connection among all the components in
the shop floor, leading to the full digitalization of production. In this way, all the
information generated in the production process becomes available to the different
business functions of the firms (Xu et al. 2018; Dolgui et al. 2019). Figure 1 illustrates
how different levels of decision-making, associated to the classical control of
production structure ISA-95, are integrated by CPS.

The five levels of ISA-95 start at level 0, where the physical process of production
is carried out (raw materials are transformed into end products). Next, level 1 is in
charge of controlling the production tools, recording data as processing speed,
temperatures of the tools and pieces, vibrations, etc. Level 2 incorporates control
systems like PLC and SCADA, which can correct deviations in the production flow. At
level 3 are the Manufacturing Execution Systems, in charge of production planning
and quality control. At this level is where scheduling problems are solved and the
compliance with the plan is monitored. Finally, the level 4, of Business Logistics
Systems, takes care of the strategic decisions of the firm. CPS relate these systems by
sharing their information among them, allowing its analysis in real time improving
the global efficiency of decision-making (Lee et al. 2015; Grassi et al. 2020). This
richness of information and the availability of powerful computing equipment at
level 3 allow handling hard problems like NPFS.
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Figure L 154-95 levels gssociated o CF5,

2.2, Flow Shop Literature review and vesearch gap

The literature on fow shop problems has a long history, starting with johnson’s
first paper on the subject in 1954 (Johnson, 1954}, While the largest part of that
literature is centered on PF5, the branch devoted to NPFS is rich enough. A
foundational result on these problems was published by Comway et al. (19677, which
shows that when makespan is the objective funclion, permutation solutions are
enough te yvield the optimal schedule for up to 3 machines. In a much simpler way,
this result had been stated already in (Johnson, 1954). This means that NFFS genuine
selutions make sense for makespan maximization with more than 3 machines, Poits
ef al. (1991) studied instances in which NPFS solutions improve the makespan over
PF5 ones in

1
;JE . Rehaine (2005) analyzed the ratio of the makespans of NPFS and PFS

selutions in the presence of delays in the operations, showing that even with 2
machines PFS solutions cannet ensure the optimal result. Rossit et al (2018h)
studied the critical paths of MPFS and PFE solutions for 2 jobs and m machines, while
In (Kossit ot al, 2021a) analyvzed the processing times that allow PFS selutions 1o be
better than NPFS ones, in the same case of 2 jobs and m machines, Besides these
theoratical contributions there are many empirical studies that show that under
different settings NPFS solutions improve on those of PFS [Tandon et al. 1991;
Strusevich & Zwaneveld 1994; Koulamas 1998; Jain & Meeran 2002; Nagarajan &
aviridenko 2049; Rudek 2011; Bossl & Lamzetta 2014; Benavides & Ritt Z006;
Benavides & Ritt 2018).
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As showen in Table 1 in most of these works the :.rh_f-uul:iw: functiomn is nmhﬂ[mh
Chaly a Fews ones consider alternative goals, as for instance those related to delivery
dates [for a more exhawstive list, see Rossit et al, 2008a). Liso ot al, (2006] present a
Ia:_:,.' Fisill ﬂ.rml.].'zinﬁ: seweral :inEh:-nhj&-:Li'rE [unctians and ::m'npnl'.ing the PFS and
MPFS solutions: they show that MPFS solutions Improve upen PFS ones, even for
delivery date-related chjective functions. Ying et al, [2010) ran a similar analysis-and
found that in the cases of delivery date functions, NPFS solutions improve over PFS
ones even maore than in the case of completion timerelated functions. This is
consistent with the findings of Liao & Huang (2010], who show that for total
tardiness, NFFS solutions are indeed better than FFS solutions.

Table 1. Main works related to Non-permutolion flow shop scheduling, For further

details see Rogglt et al 20180,
Lxl Objective Salution
Reference NPFS streaming Functhon Approach
Ports et al. [1991) » » Makespan Exmct
Tandon et al (19091 ¥ L Makespan Heurlstc
Strusevich & .
W
Zwaneveld (1994) L Makespan Exact
Koalamas (19987 ¥ X bMakespan Hewriswe
lain & Meeran [2002] - ¥ Makespan Mata-Heuristic
Rebaine (2003] v v Makespan Exact
' Total Tardiness
W
Liao et al. [2006) ¥ fsmong othess] Mata-Heuristic
Magarajan & #
Sviridenko (2009) X e 2 ot
Lino & Huang (2010)  + . s Mata- Heuristic
Rudel (2011} v X Makespan Exact
= Taotal weighted i
» =
Llaee [Z013) L3 Cattitreas Heuristic
Rossi & Lanzetta (2014) ¥ X Makespan Meta-Heuristic
Fossitet al, (2016) v v Makespan Exact
Benavides & Ritt (2016] ¥ X Makespan Heuristic
Raossit et al. (20180) v ® Makespan Exact
Benawvides & Ritt (Z0LE) ¥ X Makespan Heuriskic
Rossit et al (20213) v X Makespan Exact
Rossitetal. (20210) v X Total Tardiness  Meta-Heuristic
CURRENT STUDY ' v Total Tardiness Exact

Ziaee (2013) addressed NPFS with setup thines depending on the schedule, under
the goal of minimizing the Total Weighted Tardiness, by applying a bwo-stage
mathod, The first stage vields a permutation sclution while in the second stage a
nnn-purmuuti.-l;!h local search i!‘rq'.-rn'-'l'_l it Rossit et al [Z'L'IE H'.'l] sludied NPES
problems in Industry 4.0 environments with missing operations, sptimizing total
tardiness, showing that NPF5 solutions improved over PFS ones in average, in 98%
ol the cases This indicates that NPES zalution: are relevant in dlﬂihl manufaclir ng
environments. Interestingly enough, there are no contributions amalyzing NPFS
problems= with lot streaming and delivery date-related objective functions. A= far as
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wi: lnow Rossit et al (20167 s the only one that applies ot streaming sLrategios o
find non-permutation schedules, but with makespan as objective function. We
intend; thus, to extend that line of analysls, studying the same problem but under
chjective functions appropriate for production systems focused on the customer, as
for instance seeking the minimization of tofal twrdiness, These features are
hiEhHHer:rl it Lhe last row of Table 1, |rrr]k|r..'-|'|.l!|'|.gI that the currenl one = the nr|.|.l‘r :\h}d}'
incorporating NPFS and lot streaming as well as Total Tardiness as objective
function

3. Mathematical models

In this section we dizcuss the mathematical formulation of our problem. Since it
imvolves Industry 4.0 and client-oriented production system (Wang et al. 2017, El
Hamdi et al 2019; Perez et al. 2022] some of the classical assumptions in the analkysis
ol scheduling problems must be replaced.  For instance, production orders are no
longer make-to-stock but make-to-order, and thus, will not be released in bulk but
according to demand. Then, the release date bacomes a relevant feature of jobs.,
Other assumptions about this scheduling problem are:

=  Presmplticnis notallowed
= Each machine can process only one job [or sublot] at a time
s Each job [or sublor] can be processed by only one machine at a time

&« Processing times are standard and determinizstic

We fallow here the notion of Graham et al. (1979], In which F|r_.

z7,
I

: . | A I oo
corresponds to NPFS without lot streaming while Fir iof sreaming TT
[
denofes the problem with lot streaming.

31, NPFE withowt lot sireaming
Sipts

I Jobs, indexed by {f]

M: Machines, indexed by 1]
Parameters

g processing time of unit of job | at the machine i

-

release date of job |

r

d;  due date of job |
U,  Lotsize of items produced by job
st setup time for processing job [ at machine i,
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0 apositive large number

Variables

€, Completion time of job fat machine i,
T, tardiness of job j.

¥; s hinary, 1 if job /" is processed hefore job f at machine i, 0 otherwise

min = =I£I:T|. O
C 2 Cyt U m vin, il {2}
C,2C +p U +at, —(1—x,, ) Q Wi jf= (3
Koy +xy =L f& (4
Cozr+p U +st, i=LYj (3)
T, =max{0,d, -C,_ .}, (6)
7.C.>0x efo} (7

Expressions {1)-(7) characterize the problem. (1) indicates the objective lunction,
the minimization of total tardiness (which iz computed according o equation [&]).
Inequality (2) represents the precodence restriction: a job cannot be processed by
maching § until the processing has finished in machine 7 - 1, Ineguality (3) indicates
that o job J can be processed by machine § after job [ has released |, if and only il J*
precedes [ in the sequence, Equation (4) is the logic constraint according to which if
job j* precedes job f on maching i, the opposite cannot be the case. Inequality (5]
represents a capacity constraint on the first machine, according e which no job
cannot start its processing before a request has been recelved in the form of a due
releaze date, and the completion time depends on all the activities involved in its
processing. Equation [6) determines the tardiness of each job with respect to its due
tHale, n}n:iderknﬂ nnl",." p:mllhl'u wvalues of irdiness. F‘in:“_llr. {?] are the fﬁ#,'ihilk'l.}'
canditione on the variabies

3.1 NPF% with lot streaming

We have to introduce the expressions that correspond o the incorporation of lot
streaming strategies. We keep expressions (1] (4] (6) and (7] of the previous
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subzection, while [2), (3) and (5] have 1o be adapted to consider sublols, Some
additional consiraints are also needed

Sets

F: sublots, indexed by [§}

Parameters

T transfer time of a sublot of job j from machine § 1o machine i+ 1
i ! setup tme for processing a sublet of job j at machine i,
Varlables

Cors Completion ime of sublot Tof job | al machine |,

*r  sublot size of sublot Fof job |.

F
Ya,=U, W (%)
=l =
Spay, L) Nf,J (9
i 2 st VB Ry 8l A, VLI (10

ety 2 g R B 1=, J W g (11}
Criiy 2 v+ By B -8, VLIS =2, . F=] (12}
o 20, 8y Sty -(sm i), ¥ ji=2 M1 (13)
O 28 By o8, iy, E=19 (14)

Expression (B] indicates that all the units of job j must be included in a sublot fof

do Since sublots are net fxed [Le the size of the sublots 5 determined by the
gptimization process), Inequality [9) detects the non-empty sublots which require
setups and displacement times, Eguation (10] is a precedence inequality analogous
to (2): the first sublot of a product cannot be processed by machine i until it has been
finished at machine / - 1, {11) captures the same constraint as (3], namely that job |
can be processed after f has released machine i, if and only if /* precedes j in the
sequence, This s done considering the first and last sublots of j and [, 7 =1 and
F=F, respectively. Ineguality [12) orders the sublots of the same job to be
processed sequentially at a given machine, [n turn, equation [13) indicates that a
sublot cannot be processed simultanecusly by two different machines, Constraint
{']_-ﬂ-:] ri:-pt:l'_'l.:: [5] ﬂm-!tl_l'hlg that the firet sublot ol a _|I,'.|-|:I il ok be prungﬁ::ud until it
release date has been received.
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4. Experiments and results

We present here the experiment design and the results obtained by wsing exact
methods [CPLEX). These experiments are in order to compare the models with and
without Lot streaming. analyzing the impact of using lot streaming sirategies.

4.1, Experimental design

We aimod to detect whether including lot streaming strategies improve results in
Industry 4.0 environments, [n order to do that, we tested problems of different sizes
[_h jn-h.-: and m:ﬂ‘:hlneﬂ il different numbers of 2ublotz, The numbar n!’_l-r!-l:ﬂ: chozen
was 4, &, B and 10, as well as 3, 5 and 10 machines. We covered all the possible
combinations yielding 12 differont problems. In turn, for the problems with lot
streaming we considered different numbers of sublots. Te incorporate a larger
number of sublots implies to extend the range of f increasing the number of
instances of expressions (8] - (14) with the consequence of enlarging the

computation cost of analyzing the problems, For fwe chose 2, 3, 4 amd 5, meaning
that we had to solve 48 problems

For the parameters defined in subsections 3.1 and 3.2 we selected the following
values:

P:I uniform distribution [1;5] (it corresponds to processing each unit of &),

ry uniform distribution [1;50]
Uy uniform distribution [1:22]
st uniform distribution [10:25]
Iy

1 uniform distribution [1;4]

st uniform distribution [1:10]

P.a'

[+

For d; we wsod the following rule: o, » r 4

Five data sets are generated for all the combinations of machines, johs and
sublots. Each data set corresponds to s well-defined problem where each parameter
takes a value drawn from one of the probabilistic distributions presented above,
Then, each problem is solved deterministically by CPLEXTX 1L, with a time limit of
3600 seconds. The expariments are performed on an Intel Core i5-72000U PC with
BGE of RAM,

4.2, Resulis

Jur analysis starts by considering the results on the impact of wsing lot streaming
b solve an NPFS problem with total tardiness. as objective function, Table 2 shows
the value of the objective lunction with plain BPFS selutions and the mprovemeant
resulting from wsing lot streaming strategies. The imprevoments are expressed as
PETECNIRECT.
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Table 2. Improvement in the value of the objective function, with respect to the different
number of sublots allowed. Results correspond to the average of all the runs.

N m NPES NPFS-lot streaming

2f 3f af 5f
3 521 60.7%  61.4%  61.4% 61.4%
4 5 768 271%  35.4%  37.0% 37.2%
10 1241 90.7%  952%  98.5% 100.0%
3 1149 39.1%  421%  42.2% 42.2%
6 5 1504 189%  235%  24.3% 24.5%
10 2219 733%  835%  85.4% 86.0%
3 2058 30.0%  302%  30.2% 30.2%
8 5 2523 123%  15.9%  16.0% 16.0%
10 3513 60.9%  69.9%  72.0% -
3 3136 24.0% - - -
10 5 3721 - - - -
10 4796 - - - -

Table 2 shows clearly that lot streaming has a considerable impact in improving
the objective function. In many cases those improvements are over 50%, and for
some case, like the case of 4 jobs and 10 machines, the result is 100% better when 5
sublots are allowed for each job. This means that no product was delivered at a late
date, complying with the agreed on delivery dates while without lot streaming total
tardiness was 1241. Also in the cases where the improvement is not that large, it is
over 10%, meaning that the whole system performance can be enhanced without
requesting new machines or doubling resources, just exploiting production planning
strategies.

These enhancements are related to the number of sublots: the more the lot is split
in sublots, the larger the resulting improvement. This can be observed by comparing
at Table 2, at the same row, moving to the right. Nevertheless, this improvement is
not monotonic, since it reaches a maximum. The largest variations from a number of
sublots to the next one obtain at the transition from no lot streaming to allowing 2
sublots. The improvement from further increases in the number of sublots is less
pronounced. On the downside, notice that incorporating lot streaming strongly
increases the computational cost of finding exact solutions. This can be seen in Table
2 by the use of “-” in the cases in which no satisfactory solution is found after an hour
of running the solver. We mean by “satisfactory” here a solution that yields a better
result with the incorporation of more sublots. So, for instance, if with 2 sublots total
tardiness is 1136, when we increase the division to up to 3 sublots, the result will be
less than 1136 (since the case of up to 3 sublots includes the case of 2).
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On the other hand, the impact of lot streaming varies with the size of the problem,
Figure 2 depicts the results for problems with 4 jobs and 3 and 10 machines, {dotted
lines) and & jobs with 3 and L0 machines [solid lines). We can see that keeping the
number of johs fixed, lot streaming vields better results with mare machines. In fumn,
if we fix the number of machines, a larger number of jobs worsen the objective
function. Finally, all the curves have the same shape, with decreasing marginal
Increases as a function of the number of allowed sublots. That is, there seems to be a
saturation number of sublots, after which the ohjective function ne langer improves,
We can analyze this more dearly seeing Table 2.

Table 3, Number of sublods ised I fingl solutlons, [The values are presented in
avergge |.
N it [ aifowed [ sed
2 14
205
205
205
1.95
245
31
3.25
i
249
3.15
3.25
1.93
203
|
21
1.97
2.6

10
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2.73
2.93
2
297
3.53
3.71
1.6
1.65
1.75
1.75
1.93
2.58
2.75
2.75
2
2.78
3.53

1.5

10

10

Ul oo W N[UT B W N UT B W N[UT W N|UT
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Table 3 shows that, even if a number of sublots are allowed, the optimal value of
the objective function can be reached using fewer sublots. As shown by Table 2, we
can see that allowing more sublots may improve the results in certain cases, but with
an increasing computational cost. It is, thus, highly relevant to determine the useful
maximal number of sublots that may allow to benefit from adding lot streaming to
the search of solutions to NPFS.

Table 4. Average CPU time for solving each problem to optimality.

NPFS-It
N m NPFS 27 37 i 57
3 <sec <sec <sec <sec <sec
4 5 <sec <sec 1,0 1,0 2,0
10 <sec <sec 2,0 2,0 2,0
3 <sec <sec <sec <sec 1,0
6 5 <sec <sec 1,0 2,0 2,0
10 <sec 1,0 2,0 3,0 3,0
3 <sec <sec <sec 1,0 2,0
8 5 1,0 1,0 2,0 10,0 191,0
10 1,0 1,0 3,0 11,0 429,0
3 2,0 1,0 4,0 4,0 >3600
10 5 2,0 >3600 >3600 >3600 >3600
10 3,0 >3600 >3600 >3600 >3600

For a deeper analysis we examine the computational behavior of the problem
according to the features of the problem (number of machines, jobs and allowed
sublots). The results are shown in Table 4. It can be seen that for any problem size,
lot streaming has a direct impact on the computational effort, increasing the time
demanded to solve the problem. This effect is proportional to the maximum number
of sublots allowed. The larger the number of allowed sublots, the larger the CPU time
required by the solver to yield the optimal solution.
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4.3. Discussion of results and future developments

Let us consider the cases in which allowing more sublots per job is associated to a
reduction in the value of the objective function (Table 2), for instance, in the case of 4
jobs and 10 machines. In this case if we consider the information provided by Table
3, the average number of sublots does not change (it remains fixed at 3.25) when the
maximum allowed number of sublots increases from 4 to 5 sublots. On the other
hand, the objective function corresponding to these problems (Table 2) yields a
lower value in the case of 5 allowed sublots than in the case of 4 sublots. This means
that when the maximum number of sublots remains fixed at 4, some jobs are divided
into 4 sublots (the average is over 3), but when 5 sublots are allowed the average is
the same. This can be explained by the fact that when 5 sublots are allowed, some
jobs that were split into 4 sublots in the case of a maximum of 4 sublots can now be
divided into 5 sublots while some other jobs are split into 3 sublots. The composition
of sublots must change, because the value of the objective function changes. This
prevents us from considering that the solution structure will remain the same for
both maximum numbers of sublots.

5. Conclusions

In this article we analyze the introduction of lot streaming to find optimal
schedules in Industry 4.0 environments focused on the requests of customers. We
seek non-permutation solutions appropriate to flow shop problems. We found that
incorporating lot streaming strategies improves results, reducing the total tardiness
of delivery. We detected that subdividing the number of items in more sublots has
cumulative beneficial effects up to a point. Afterwards, adding more sublots does not
improve further the results. On the other hand, the computational cost of lot
streaming is considerably larger than those of finding solutions without lot
streaming,.

The main conclusion it that while some jobs can be divided into several sublots,
others are more resistant to be split. If the jobs can be classified by their features
(number of units, accumulated processing times, due dates, etc.), the optimizing
process can be fine-tuned to allow more sublots only for the types of jobs that
require them while keeping as low as possible the number of sublots of the other
types. This will reduce the number of variables, and consequently the computational
burden of the optimization process. But classifying jobs requires further research
since the analyses presented here do not provide enough information on the best
way of doing it.

This opens up the possibility of focusing the computational effort (in terms of
variables and number of sublots) on those jobs. But detecting them may require a
further and deeper analysis. A promising future line of research involves the
possibility of running first a parametric analysis of the different types of instances to
identify which jobs require this special attention. It would be interesting to design
modelling tools able to take advantage of this hypothesis, orienting the
computational resources (in terms of variables and restrictions) to those jobs that
may need them rather than to the entire set of jobs.
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Absiract: Decision making process in stock frading s a comples e, Stock markel (s o
key factor of monetary markets and sions of economic growth fe some clrcumstaaces,
traditiongl ferecasting methods canaet controct with determining and sometimes doto
corsist of uncertain and imprecise properties which are mob hendied by guontitotive
rodals, [ order to achieve the math obfective, acouracy and efficlency of time series
Sorecasting, we move towords the fiizzy time sevies modeling, Fuzzy time series is
different from other time series a5 it is represented in linguistics values rather than a
mirmeric value, The Furae set theory includes meny bepes of membership furctions, in
bl souwaly, we will wtilize the Fuzzy approach and trapezoida! membership frction o
devalop the fizzy generalized aubo regression comdifienal heteroscadasticity FFEARCH])
modet by using the fuzzy least sqrare techniques to forecasting stock exchange maorket
prices, The experimental reswlts show thol the proposed forecasting system con
accurately forecast stock prices. The acciracy measures RMEE, MALDL WAPE, MSE, and
Theil-LL-Statistics have values of 1817, 1565 2.33% 3019598 and 0003212,
re.:.'Fle:Hun'J'; wihich crm_ll']'rmw:.r that the _Pmlrm.'.!ed g-:ﬂ.-em iv cansiderad bo bo I'.I:Fi‘.:‘ﬁ:.lllﬁ?r
Jorecasting the stock lndex prices, which outperforms conventiona] CARCH models.

Key words: Fuzzy Hime series, Membership function, trapezoidel fuzry approach,
CARTH model, Forecasting,

1. Introduction

Forecasting k= a significant feature in economics, commerce, various branches of
science and marketing [t i= 3 technique that predicts the future behavior of output
on the basis of present and past output of vield and past trends. The economy of a
malion o E;h:ni extenl relies on L .ﬂapil'_;ll husiness 2ectaor an U |:='|'.|il;]
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business sector, forecasting of stock market and their drifts are important factor in
attaining significant gains in financial market. In capital and derivative pricing,
investment plans, fund distribution and risk control processes, the accurately
computation and prediction of financial- volatility plays a vital role (Franke &
Westerhoff, 2011; Haugom, Langeland, Molnar, & Westgaard, 2014; A. Y. Huang,
2011), also fuzzy-Garh models for forecasting financial volatility (Hung, 2011a,
2011b; Maciel, Gomide, & Ballini, 2016). The stock price has deep impact in financial
event of the country and large-scale economics approach. However, predicting and
forecasting the stocks trading, prices and movement is not an easy task because of
the serious impact of full-scale financial variable, including general monetary
condition, political interference, financial specialist’'s decision, sudden and
unexpected change in security exchanges. Apart from the statistical models that have
been used to understand and forecast variations in the stock market, a lot of
attention has also been shifted to the applications of various soft computing
application. There are different time series models proposed by the different
researchers. Due to appropriateness and efficiency Fuzzy time series models are
used in different studies (Bisht, Joshi, & Kumar, 2018; Igbal & Zhang, 2020; Yu,
2005). Fuzzy set theory, provides an authoritative framework to handle with vague
or ambiguous problems and can express linguistic values and human subjective
decisions of natural language, (Zadeh, 1965). Fuzzy time series was first presented
by (Song & Chissom, 1993, 1994). Furthermore, many fuzzy time series models were
developed by researchers using different theories (Chen & Tanuwijaya, 2011;
Egrioglu, Bas, Yolcu, & Chen, 2020; Hassan et al,, 2020; Igbal, Zhang, Arif, Hassan, &
Ahmad, 2020; Lu, Chen, Pedrycz, Liu, & Yang, 2015; Wang, Lei, Fan, & Wang, 2016;
Xiao, Gong, & Zou, 2009). Some analysts developed FTS forecsting models using
probabilistic fuzzy set theory and reported significant results (Gupta & Kumar, 2019;
W.-]. Huang, Zhang, & Li, 2012). Some fuzzy forecasting models in the environment of
intuitionistic fuzzy set theory with equal length intervals are developed by
(Abhishekh, Gautam, & Singh, 2018),(Bas, Yolcu, & Egrioglu, 2021) and also some
work with unequal length intervals introduced by (Lei, Lei, & Fan, 2016) and (Igbal &
Zhang, 2020). In Addition, a novel method to forecasttime series data was
introduced by (Soto, Melin, & Castillo, 2018), using ensembles of IT2ZFNN models
with fuzzy integrator optimization. There also some studies in which fuzzy based
forecasting techniques are compared with classical models like ARIMA (Igbal, Zhang,
Arif, Wang, & Dicu, 2018). Technical analysis is a tool to predict future stock value
developments by analyzing the past succession of stock costs. The generalized
autoregressive conditional heteroscedasticity (GARCH) model is one of the famous
econometric models used to estimates the volatility in financial market, stock
markets. GARCH model is an econometric model, to describe an appropriate
approach to estimate the in-monetarist markets volatility in monetarist markets,
(Engle, 1982).

GARCH models are useful across an extensive range of applications, also they do
have boundaries as this model is only part of a solution. Although these models are
usually applied to return series, financial decisions are rarely based solely on
expected returns and volatilities. These models are parametric specifications that
operate best under relatively stable market conditions. GARCH is explicitly designed
to model time-varying conditional variances, Generalized Auto-Regressive
Conditional Heteroscedasticity models often failed to capture highly irregular
phenomena, including wild market fluctuations (e.g., crashes and subsequent

186



A New Fuzzy Grach Model to forecast Stock Market Technical Analysis

rebounds), and other highly unanticipated events that can lead to significant
structural change. GARCH models often fail to fully capture the fat tails distribution
observed in asset return series. A fat-tailed distribution is a probability distribution
that has the property, along with the other heavy-tailed distributions, that its
revelations excess skewness or kurtosis. This comparison is often made relative to
the normal distribution, or to the exponential distribution. Heteroscedasticity
explains some of the fat tail behavior, but typically not all of it. Fat tail distributions,
such as student-t, have been applied in GARCH modeling, but often the choice of
distribution is a matter of trial and error. For this purpose, fuzzy model is proposed
known as Fuzzy Generalized Auto-Regressive Conditional Heteroscedasticity
(FGARCH) model in this paper. Although several fuzzy GARCH models based on
different statistical and machine learning approaches are developed, such as (Hung,
2009, 2011a; Popov & Bykhanov, 2005), and (Maciel et al., 2016), but our proposed
Fuzzy Generalized Auto-Regressive Conditional Heteroscedasticity (FGARCH) model
is the best option because it is useful in investment on assets returns but also
operates best under wide market fluctuation.

In this paper, a new fuzzy model is proposed known as Fuzzy Generalized Auto-
Regressive Conditional Heteroscedasticity (FGARCH) with fuzzy least square
techniques and fuzzy trapezoidal approach. The motivation to use trapezoidal
membership function is that it outperforms the different types of membership
functions when it comes to develop a fuzzy-model for decision making and applicable
to real-world applications. The proposed fuzzy model is the best option because it is
useful in investment on assets returns but also operates best under wide market
fluctuation. The objectives of the current study are explained as: (i) to estimate the
unknown parameter by using the Generalized Auto-Regressive Conditional
Heteroscedasticity and forecasting fuzzy models, (ii) to articulate the fuzzy model by
using the fuzzy least square technique, (iii) to evaluate the comparison between
forecast produced from classical model and proposed fuzzy model and also select the
best performance model from them.

The remaining paper comprises in the following stages. First section describes
the introduction part. Second section briefly explains the earlier work done by the
researchers in classical and fuzzy forecasting model. In third section, briefly
described the methodology of the classical econometric model “Generalized Auto-
Regressive Conditional Heteroscedasticity (GARCH)” and fuzzy model “Proposed
Fuzzy Generalized Auto-Regressive Conditional Heteroscedasticity (FGARCH)”by
using fuzzy least square method. This section also comprises concept of limitation in
Generalized Auto-Regressive Conditional Heteroscedasticity (GARCH), perceptive to
move towards fuzzy model. Fourth section included the results obtained from
classical and proposed models with comparing the efficiency of the both models by
using different endorsements.

2. Basic Theories

2.1. Fuzzy Set

A fuzzy set 77 in the universe of information U can be defined as a set of ordered
pairs and it can be represented mathematically as
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= {(xr.pZ(x))|x € U} (1}

Here £z[x] is degree of membership of x. which assumes values in the range from 0
o 1, Le, P2 (x) & [1],

2.2, Trupezoidul mem bership fune tlon
Trapezoidal membership functien s described using the follvwing equation

0 X<
.—: a=x<h
xiabed) - 1 b<x=c (2)
d=x c=x=d
d-e
0 d=x

Where, X represents real value within the universe of discourss, a, b, ¢, d
represent ax- coordinates of the four heads of trapezoidal and valwes should validate
the follpwing condition a<b=ced.

2.3 Fuzzy Time Series

The first time [Zadeh, 1965), proposed the fuzzy sel theory, It provides a
authoritative framework 1o handle with vague or ambiguous problems snd can
epress linguistic values and human subjective dectsions of naturd] language. Timo
series models had Failed o congider the nppl:i:‘:.a.l‘,hln ol ﬁlr\t!ll.'ﬂ:lﬂ:l'!s IJl:i.'-r'_i.-' umtil :I'u:.t_','
time-serkes was deflned by {Song & Chissom, 19493, 1994,

3. Proposed Fuzzy-Based Methodology

3.1, Generalived Awin-Regressive Conditivnal Heteroscedasticity {pag) Model

The generalized autoregressive comditional beteroscedasticity (GARCH) process
is an econometric term proposed in 1982 by Robert F. Engle, an economist. In the
yvear 2003, awarded by the Nobel Memorial Prize for Economics, to propose an
approach o econometric model to estimate volatility in monetary markets,

Engle {Engle, 1982] and (Bollerslev, 1986] proposed the Generalized ARCH [p.q]
madel. The general representation of GARCH (p.q) process [ £, ) is defined as.

E: = Py 'I;'FEI 1:3]-

where v,:is white noise with o = var(v.) = 1 and

h o= +i:a,-f:,"1 +Xﬁ'fir ,
£ i (%)
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Where, in Eg. (4], @, is a mn:hh!,i a e shows the Auto-regressive

conditional heteroscedasticity berm, iﬂ,.ﬁ,_? shows the generalized autoregressive

1=l

condiltional hﬂlemﬂ'mja:llcily torm with the parameters €L, 0y s and

B =00 EE:J'.E! = -E::u . the shocks have a decaying Impact of the
future volatility (Fryzlewice, 2007).

The general process for a GARCH model Involves three steps. The first iz to
estimate a best-fitting of Auto-regressive model, The second is to compute Auto-
correlations of the error terms, The third step is to test for implication. Two other
widely used approsches to estimate and predict the finandal volatility are the
classic historic  volatility method, and  the exponentially  weighted moving
average volatility method.

Heteroscedasticity describes the irregular pattern of variation of an error terms,
or variable, in a statistical model In data where beteroscedasticity present,
observations do not confirm to a linear pattern, instead, they tend to clusters. The
result is that the conclugions and predictive valwes drawn from the maodel will not bo
reliable, GAKCH an econometric model, that can be used o analyze a number of
different types of financial data series, for instance, macroeconomic data Financial
institutions classically use thiz model to estimate the volatility of stock returns,
boends and market indices. They resulting information helps to determine the pricing
and as well & supports w judge that, which assets will potentially provide higher
returns. Furthermore, it helps to forecast the returns of current investments to
support in thoir assel allocation, hedging, risk mansgement and  portfolio
pptimization decisions.

1.2, Fuzzy Generalized Auto-Regressive Conditional Heteroscedasticity

Proposed fozzy Generalized Auto-Regressive Conditional Heteroscedasticity
Model is given as follows with fuzzy parameters:
- &lh

-1

T R

j‘ o ar or R =~ .3
o =filg TOE T OGE . AL Fp (5]

T iy

In the Eg [5) & Is the estimated fuzzv variable used as output variahble,

{"-il*&:'v---*&q—lh---&;—:_} are the parameters with g term known as fuzzy Auto-

correlation paramelers and luzzv parameters with p term known as foezy partial-
Autocorrelation. The Imprecizeness and conciseness have been tackied by
conmecting parameters with pand g order into furzy parameters,

3.2.1. Fuzzy Least Square Approach

Fuzzy beast sgquare approach is an accumulation form of erdinary least square
technigue. This technique incorporates of goodness of fit and reguires a distance
botween the fuzzy values estimatod by the model amd vague data that is rcally
pragmatic. Mathematically it is cxpressed as:
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Li_
dloy a,)= [_I!:_.,lf{q]n‘:[{a,.nljrf]m]-]] E

where i, and o, are two fuzzy numbers. o4 is a trapezoidal fuzzy number with
four points such as o, = {”nw”nrvﬂm :ﬂ'r.-r} and o |z another trapezoidal fuzzy
number with four paints such thata, = !ﬂ,*,u,,._a,,,ah_ I- and f{n) is the
welghting functlon for determining the distance square between bwo fuzzy numbers,
In both fuzzy numbers a, and o, parameters ;. &, represent the left fuezy
points, &, @, represent the left center points, @y .4, represent the right center

l'u!.'::t_l.r pn-inh. Cr [ - repr:.-nu'lhud the rilght Fu-.g:q.- pesinks.

3.2.2 Estimation of Paremeter of Model by Fuzzy Least Square Approgch

The parameter of model is estimated by using the fuzzy least square method to
galn a unigue solution. The fuzzy least square methad is defined by the sum of error

distance between observed walue () (7} and estimated output value E.{1).
Mathematically sum of errar distance |2 represented as

AR = S: (]2, (10, E ()]}
4=t (6]

Where, in Eq (6) d{{}(n). £, (%)) is mathematically represented as:

E 1
(G2 (), B =I]' Fimd™ i), (ED, el
! (i)

where index T denotes the non-fuzzy series of data used in observed value input
CF {7 and estimated output value E (7).

Emy_{fta, ) fla ), fla,), fa,)}

Mow from the equation, each fuzzy parameter converied Info a generalized auts-
regrassive conditional heteroscedasticity in the form of functions given below:

fla, =g, "‘i“ﬁ?. :—iumh, 7
=1 i=l %)

fla.) =8, +ia,sf} ;—iu,h, i

(%}
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_I|I1|;-"-r..l :I._ LT iﬂ"__gll_ll + iﬂxhr- it
i=1 J=i

(10)
_llrl:.al:l' = ‘E-CI + i‘:[fgl:: i + 2 ﬂuhl i
=l =i [1 1]_
where In the above equations. f{a,, ) represent the left point function, fa.)
represent the left center point function, F(a, ) represent the right center function,
and f(a,) represent the right point function.

Now, estimated output value E,(n) expressed on E () =] £,. 1, ], with a-cut
fuzzy interval lfor trapezoidal number can be reprosent as;

E(m=[1rla. )= o g+ fla,), fla,)y-glfla,)- fla,}], (2]

Similarly, observed value is 'ﬂ, (17} expressed on f{.f!}] = [.n'.,“, .lr.-| ],9u|:h &5

Ly ={fla}-Ma g+ fla LI, = fla,)-nifia,)-fla, ). (13]

where L ; represent the lower bound and Ly ropresent the higher bound,
Now using the values, the nbserved and estimated output value is obtained by the
sum of square error distance; S5 = ifﬂﬂ.ml a‘-",.{-'}J[" o In the above expression,
[

e[ () L (1) stands the square distance between the observed and estimated

oukput which is shown a5 given below:

o, o, .o =l = Lfa, ) = fa i+ fa )] +
[, —{fta, )+l e, ) - Aa )]

Mow putting the sbove expression amnd weighting function in sum of sgquare error
[55E] equation which is given helow:

SSE= f: [ 1o [ -{ri@)- fia i+ fla ) xfe,, —h, |+

[, —{rta, )+l fia,)- fla)) xle,, ~n | dn. (14)

Uzing the equation [12] for finding the partial derivation with respect to
Oy s @1, BT 8y, 1y the get simplified form of equations given as:
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E. 2 =x, |1y~ {f1a,1- Fla Yo+ fra, He =0

(15}
gi‘['-'? % I_Ln +{,ﬂ-::r - ,r{rrw;}r?+ Fler }F— o, (16}
g:ﬂﬂ L=+ fla =i flo b= flo N Ea =0, an
L |
s =1, [L, = iy plpioe ) = Flo, g e
;Lmn v, (L = Fla el =0 am

Now by sohing the integral of the above equaticns and putting the values in the
Aquations. sncompassing cthe [ wing squRelon:

., ilnrl,:,.'r:r +d,, Z'xdxy +h -+ ¥, erl.ry
- Fa 4=

Where Y.=1and F =024 p after simplificabion, e standard form of above

cquation i5 @ven a5
“ .
&, ixmxg +il, ixdx!_, +h -+ ﬂWIZrI‘ry = iqxﬂ
ez e=1 sl vzl -
Mo

4, ixﬂ"‘tﬁ i, i.‘:’_,.‘:'ﬂ + A +ﬂ__i.1‘r_t,.,-
=l Jm] |

Whera X,=1 amd F=01L3A pr afer simplificatlon, the standard form of

ATFTF

Ak st b £

i, i.tﬂ.rﬁ +if i:,:?+ﬂ +d, irrr _i-t:

r=l r=h
Lty

ﬂ'.._i‘}ux +ﬂﬂ,t L Zr"rﬁ,

I=| =l =1

Where Y,el and j=012.A ;g afer simplification, the standard forma of
above squatiomn is:

a, 2”.{--"’:; +a, 2:,,.\3 +A +o, 2 ig.

-ul 1=l Jul I:lgj
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[y
'”u"ix.ll'l'ru = t;llr. Z.l'll.l'u +"‘I" g ur“ix -.‘rl.'
=1

=1 =1

Where X =Land j=012A p after simplification, the standard form of above
equation is:

”-'..S:xﬂl'r-.- _'”r,i""-'lxn.- +A +a, i'r-. : =z"'a'ru
P T = ey = : (20
In these above equations i=1, 2., g T ki g and 5; are the outcomes of

integral caleulation of the above equations. These simple form of equations [15],
{167 (17). (18] are represented in the form of meatriz

A =C)
4=K
A =C
4 =3 (21)
In Eq. [21), mt represents the left point matric, r represents the lefi center polnt
matrix, o represent the right center point matrix, ¥ and represent the right center
point matrix of trapezoidal membership function Where £ K & and 5 represent the

matrix which are obtained after solving the integral. These matrikes are represented
o

m=f{a,_.,a, Aa, '3 ' —{if iy
rI:”‘n“ﬁJ‘l l.':"r_::r _[££| |-rr|_"|'ﬁ.j
] ::'ﬂl.."“-,ﬁ" ”:1}1 ] =(§f}l_lxm +A

, w. ; r
v=la o Aa ) 3 —{Iﬁ;""r g +A)

.t'la

4 i | matrix, X is a data matriz and A is

1 wen 'rﬂl

the positive definite with rank = n+1. If matrix 4 = X7 ¥, then inverse of makrix 4
can be easily determined. Then equation problem conglsts of unique solution:

T

where 4 = XTx and X =
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m=AC r:.d"ﬁf, u=4 Ifiv-_.-:l".’i'

4. Computational Analysis

The stock prices index of Gold as input varable from vear 2009 to 2017 is given
in Appendix A

Step 1. Inour proposed model, possibility of successes is given into five lingulstic
torms, each linguistic term is represented by the degree of trapezoidal fuzzy
numbers. For example,

Very law imkerval
[~ [0.0551 0.0726 0.0826& 0.099&]

i) x = 00551
a=00581
e 0.0551 < x < 0.0726
[yn 1 0.0726 < x < 0.0826
S 0.0826 < x < 0.0996
10,0995 —0.DE2E ’ L
0 x = 0.0994a
{,=[0.0551 —0.0275(1 — 1) 0.0996 + 0.0275(1 —n)]
Low interval
I.= [ 0.0826 0.0996 0.1271 0.1441]
0 x< 0.0826
r—00816
T 00826 < x < 0.996
I: - 1 D099 < x < 0.1271
144l -x
G481 D171 0.1271 = x = 0.1441
0 x>13225
1= [0.0826 — 0.0275(1 — 1) 0.1441 + 0.0275(1 —n)]

Similarly, other computations are also computed regarding average interval, high
Inverval amd very high interval, and further armranged the Hnguistic variable according
to the order as follows

i K, .. =1 [00551 —00275(1—1n) 0.0996 + 0.0275(1 — )]
ii. &, = [0.0826—00275(1—n) 0.1441+ 00275(1 — )]
il K= [0.1271 - 0.0275(1 - 1) 0.1866 + 0.0275(1 — )]
v Em= [0:1716 — 0.0275(1L —n) 0.2236 4+ 0.0275(1 - 7]]
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v. K = [0.2056 — 0.0275(1— ) 0.2671+ 0.0275(1— )]

The above expression (i), (i), (iii). (iv] and [v) shows very low, low, average, high
and very high possibility of success for the nth observations. Each linguistics
variables are represented as obsorved prospective outpul.

Step 2. Now, used the partial derivation of Eqs. {12), (13], (14) and [15) which is
ghow into a fallowang simplified form of equation given as:

2 i =0%, |1, ~{f(a )~ fia, o+ fia, 4E=0

25%'“;.-?;{”.»1_1.5 lrﬂ:-‘ =0

[£2)

gl'[ﬁﬁx" I._ L+ {.i".'[‘-'.- J—-fla, }}fi +fla, PLE =1,

E_["ﬁf Ly —Sfta, bx, + fla,)x, ]=0

= [.33}
.E..:E-E"'ﬂI Xl =Ly + Fla ) =gifla, )= fla Yikdy =0,

il:? Fla)x, —Lx, +*j{n i, ]—f}

&=L (24
izf. i —ix, [ L, — fla,)+ulfa, )= fla, i n =0
=l

i[ fla, bx, —L,r =1}

s 2 (23]

Step A Aler =olving the integral and putting the values of above equations we gel
Lhe matrix farm ﬂf-&fﬁtﬁ.’ltlﬂﬂﬁ shown as:

m=A4"C r=dtk,  u=A"G, v=A"'S
where
A= XTx
1 mwn :Ii't'
X=|: :
and . rlﬂc.
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Matrix A is the positive definite with rank = n+L. [f matrix 4 = ¥7x, then
Irverse of matrix A can be easily determined, Then equation problem consists of
unique salution

02007 1082 10173 G737 00532 00626 0613 S0087
B 04RE 14215 DI045 -00THE G 4474 LETEE L3002 1. 588T
=01 A4S RIS 0BRSS e 05459 —LesT 05T
A=) DTI] =0 M0 =k 1535 QUI4R] =k TR0 =0 2208 00043 (L24TH
DE3D T8 DGR 0 800 07008 Q3125 <0208 53616
i 14738 02450 -0 208 (L5128 07365 L1598 -7 22
(a05E3 =0 2052 =0 1837T Q0043 =03705 =& 1508 02270 Q1765
O0GET —0 50T 320 GTH Snle 8. T122 0S|Ik

Very Low” Dpportunity of Imterval
The pessibility of very low interval for the N " ohservation is written as:

K =1,=[0.0551 — 0.0275(1 — ) 0.0996 + 0.0275(1 —n)]  (26)

PEFTTEN,

Using equation {26), interval of very low possibility for the N ohsarvation is to
estimate the observed value at different ) values, Here we have selected the n values
that lies between [0, 1] from table After putting the value of n = 0.086 in the

equation (28], we have evaluated the value of [, = -0.073 and [, =0.0361

Now following the procedure described in section 3 of this paper, the estimated
moclel of “very low opportunity interval” ebtained from observations is shown as;

-

b= (26523 327861 42667 10337)+ (25400 32014 51406 101.881)
gL+ (151531 27179 36716 B2B758) 2.+ (28355 34023 455677
106771) &7, +(22.942 31841 42475 123931) &7, + (25043 29587 36.879

79.749) B .+ (30,048 43198 65913 131927 M, L+ (22045 3B4413 64.478
929316) h , + h,

The above equation of model represents the “Very Low” linguistic category case
that consist of fuzzy parameter in the form of trapezoidal membership function
parameters. Similarly, at other levels, the possibility intervals can be computed by
following this procedure.

Step 4. Fuzzy logical relationships

Ta find the fuzzy logical relationship, fuzzified datasets are arranged according to
the years. The fuzmfied values are given in table 1,
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Tabke 1 Actu! prices of Gold stock index with sefy of fegzy

Stock imdex Prices

Years freturns*100] Fuzzy Sets
2010 145 Fy
2011 40,39 Fu
2012 2189 Fu
201% 4490 Fa
2014 29,0064 Fu
2015 99,9546 Fi
2016 69.98 Fi
2017 13.84 F

Furzy logical relationships are designed from above fuzzified datazets and are
presented in table 2. According to the rule of fuzzification, if the time series

observation F{L-1] is fuzzified as Fi in year 2010 and F{E) as FB:J. in year 2011, then
Fy s IEpping into F31. In the same manner sets of fuzzy F31 in year 2011 is
interrelated to Fiz2 in year 2012, sets of fuzzy Fiz Iy year 2012 is Intervelated to Frs
in vear 2013, sels of fuzzy Fis in year 2013 is interrelated o Fis in year 2014, sots
of fuzzy Fizin year 2014 is interrekted to Fs5in vear 2015, sets of fzzy 55 in VesaT
2015 is interrelated ta Fa1 in vear 2016, sets of fuzzy Fi1 in year 2016 is interrelated
to Fis n vear 20017 so in this way all year fuzzy relationship datasets are formed

Table 2, Fuzzy lagicel relationships

Years Helationships Fuzzy Logical

Relationships
2010-+2011 |
2011 —2012 Foy = s
2012 = 2013 = Fay
20132014 Fog = Fy
20142015 Fi=Fs
2015 =204 Foe = Fyy
2016 =2017 Fi, = Fx

Fuzzy logical relotionship greups (FLRGs)

Uzing the table 2, fuzzy hogical relationship groups (FLEG's) are formed which are
given in the table 3. In group L, relationship of fuzzy Fy related to Fis is mapping in
the same way, the fuzzy relationship of 533 13 mapping on 2. 53 is mapping on T2
in group 3, Fig is mapping on Fis in groasp <., Fis is mapping on Figin group 5, Fis

is mapping on Fa1 in group 6, Fa1 is mapping en Fis in group 7. There is no
relationship of fuzzy that consist of more than one set that can be merged into
another group. Relationship of fuzzy group are shown in below given table,
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Tabie 3. Fuzzy logical refationship growps

Fuzzy Relationship Furzy set Groups
Groups
Group 1 Fp =gy
Group 2 P =B
Group 3 Fi=—Fy
Group & F-g = Fis
Group 5 Fig = Fa
Group & Fos = By
Group 7 By —Fs
Step & Fuzzy Forecasted Prices

Uzsing the methods of fuzzy logical relationship groups by Song (Song & Chissom,
1994}, forecasted output is determined. All the relationship groups from the above

table consist of caze 1 which is stated as that in one to one relationship such as

F

—~F% then highest degree occurred in Fy at interval Px, Forecasted output of the
fuzzy ganeralized auto-regressive conditional heteroscedasticity madel is written in
below column of tabla. In this table, yvear 2011 is forecasted walue using the fuzzified

interval midpoint values of 2010, The relationship of fuzzy group of year 2010 s LY

~Fa1, according to fuzzification case 1, the highest degree of £y interval is i, =

[1.4809, 38.525] =0 the forecasted output of the vear 2001 is the midpoint of F31
which is equal to 20.003. In the same manner all the forecasted prices are obtained
which are given in table 4.

Tahile 4, Forecasted prices of sboek index

Yoar Actual prices of Forecasted Fuizzv Midpaints of
index prices of index Relationship intervals
(returns™ L0 Groups
2010 1485 | PR S J0.005
2011 13.84 20,005 Fayp = Ba Ak 640
2012 2189 30,649 Fys = Fay 37646
2013 200064 27646 Fg = Fg E2. 064
2014 44.96 52.064 Ry = Fis 72.148
2015 G0.3% 71148 Fas = By 99,132
2016 6408 99,122 Foy = Fis 128563
2017 04056 128,564
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Time Seres Plot of Actual Gold Prices, Forcasted Gold Prices
D : 1
Varmhie
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Figure 1. Comparisen graph of Actue! eng Forecasted prices of stock index

In fgure.l, It iz shown that the actuil prices of Gold prices of stock index from
year 2000 to 2017 are near to forecasted prices obtained from fuzzy generalized
auto-regressive conditional heteroscedasticity from year 2010 to 2017, This graph
reflects the regular component which means vear to year variation existing in the
fuzzy forecasted prices which do not follow any pattern. In actual prices of stock
indet, from wear Z010 to 2013, price pattern shows minor change in trend
movement and from year 2013 to 2006 there is a slightly movement and from year
2016 to 2007 there i a slightly downward movement seen in the prices pattern, The
forecasted prices pattern shows slightly movement from vear 2001 to 2010 3 and from
2013 to 2015, there is a upward trend seen in prices trend. From year 2016 to 2017,
diraslic upward mevemenl are sedn in forecasted prices.

4.2 Comparison between (GARCH) (poq) madel and (FGARCH] (ppap) moded

It is important to know that. which model is performing best and give significant
results among classical and proposed fuzzy models, Comparison betwesn GARCH
model and proposed FGARCH medel i3 evaluated by using different estimation
criteria. Results obtained throwgh GARCH and proposed FCARCH maodels by using
different evaluation methods are given in the tabla 5,

From above evilustion empirically, criterias resuliz of proposed Fuzzy
Generalized Anto-Regressive Conditlonal Hetervscedssticity [Fuzzy-GARCH) is
smaller and  sfficent than  Generalized  Aute-Regressive  Conditbonal
Heteroscedasticity (GARCH), which depict that proposed Fuzzy Generalized Auto-
Regressive Conditional Heteroscedasticity (Fuzey-GARCH) perform eflfectively and
efficient as compared to Generalized Auto-Regressive Conditional Heteroscedasticity
[GARCH).
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Tatre 5, Differeal evaluotion criteris result otteined from GARCH and Proposed Flizzy-

GARCH
Evaluation criteria GARCH Fuzey-GARCH
Fool Mean Squane (RMSE] F2.5341 181700593
Mean Absolute Deviation [(MAD) GLO095 12 156507
Mean Absolute Percentage Errar (MAFE) 101 48869 2339601
Mean Square Error [MSE) 20819607 01,9498
Theil-l-Statistics B5370L wan * 0003212

To detarmiine whether proposed fuzzy GARCH iz appropriate and best model in
forecasting than GARCH, we compare the properties of the both classical and
proposed model which are given belows

L Input and output information used in GARCH depend wpon a previous
function whereas in propesed FGARCH meode! information are totally based
o thee Fuzzy function,

iL  GARCH model work on the larger observation datasets whereas proposed
FGARCH is applicable on small ohservation as well as larger observations,

iii. GARCH model provides confidence interval whoress proposed FGARCH
models give the possibility parameters intervals, which make informal for
the forecasted to deal with the possible conditions.

iv. GARCH deals with the conventional fact such as time-fluctuating valatility
and volatility crowding, whereas proposed FGARCH deals with lorecasting
of volatility effect and give more accurate result than classical GARCH.

From above comparison, proposed FGARCH model provides the best forscasted
results and best scenario in possibility situation and provide to be effective in
spotting the small data cutliers

&. Conclusions

This study is based on basic idea of Generalized Auto-Regressive Conditional
Heteroscedasticity [GARCH) in forecasting the prices of stock exchange. A new
method based on fuzzy theory is proposed with different mathematical computations
and relate this computation in forecasting the stock exchange to determine the
efficiency of this model with existing GARCH model. The pragmatic results of the
MSE, MFE, MAPE, MAD and EMSE, normalized mean square error (NMSE) of FGARCH
micdel shown in table 4.7 are smaller as compared o GARCH model, which indicates
that proposed FGARCH forecasting accuracy is better and perform well than GARCH
model. Theil -U-statistic of both models s equal to zero which depicts that
Generalized Auto-Hegressive Conditional Heteroscedasticity [CARCH) and proposed
fuzzy Generalized Auto-Regressive Conditional Heteroscedastidty (GARCH) perfectly
forecast the stock prices. The likslihoed practice is sensitive to the preliminary value
selection and the distribution of data. The presence of uncertainty in data series
miakes guestionable of uwing the likelibood technigue o reselve the uncertingy due
b unkmown distribution. This Hmitation s vital in aspects of the forecasting with low
accuracy. Future research needs improvemsent in fuzzy GARCH model regarding
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estimation of parameters and variability in order to improve the accuracy of model
to forecast time series data.

Appendix A: Stock Prices Index of Gold (base 2009-2017)

Date Gold prices Returns of Date Gold prices Returns of
index Gold prices index Gold prices
12/31/2009 1134.72 1/31/2014 1244.27 0.018292
1/31/2010 1117.96 -0.01499 2/28/2014 1299.58 0.04256
2/28/2010 1095.41 -0.02059 3/31/2014 1336.08 0.027319
3/31/2010 1113.34 0.016105 4/30/2014 1298.45 -0.02898
4/30/2010 1148.69 0.030774 5/31/2014 1288.74 -0.00753
5/31/2010 1205.43 0.04707 6/30/2014 1279.1 -0.00754
6/30/2010 123292 0.022297 7/31/2014 1310.59 0.024027
7/31/2010 1192.97 -0.03349 8/31/2014 1295.13 -0.01194
8/31/2010 121581 0.018786 9/30/2014 1236.55 -0.04737
9/30/2010 1270.98 0.043407 10/31/2014 122249 -0.0115
10/31/2010 1342.02 0.052935 11/30/2014 1175.33 -0.04012
11/30/2010 1369.89 0.020345 12/31/2014 1200.62 0.021064
12/31/2010 1390.55 0.014857 1/31/2015 1250.75 0.04008
1/31/2011 1360.46 -0.02212 2/28/2015 1227.08 -0.01929
2/28/2011 1374.68 0.010344 3/31/2015 1178.63 -0.04111
3/31/2011 1423.26 0.034133 4/30/2015 1198.93 0.016932
4/30/2011 1480.89 0.038916 5/31/2015 1198.63 -0.00025
5/31/2011 1512.58 0.020951 6/30/2015 1181.5 -0.0145
6/30/2011 1529.36 0.010972 7/31/2015 112831 -0.04714
7/31/2011 1572.75 0.027589 8/31/2015 1117.93 -0.00929
8/31/2011 1759.01 0.105889 9/30/2015 1124.77 0.006081
9/30/2011 1772.14 0.007409 10/31/2015 1159.25 0.029743
10/31/2011 1666.43 -0.06344 11/30/2015 1086.44 -0.06702
11/30/2011 1739 0.041731 12/31/2015 1075.74 -0.00995
12/31/2011 1639.97 -0.06039 1/31/2016 109791 0.020193
1/31/2012 1654.05 0.008512 2/29/2016 1199.5 0.084694
2/29/2012 1744.82 0.052023 3/31/2016 1245.14 0.036655
3/31/2012 1675.95 -0.04109 4/30/2016 124226 -0.00232
4/30/2012 1649.2 -0.01622 5/31/2016 1260.95 0.014822
5/31/2012 1589.04 -0.03786 6/30/2016 1276.4 0.012104
6/30/2012 1598.76 0.00608 7/31/2016 1336.66 0.045083
7/31/2012 1594.29 -0.0028 8/31/2016 1340.17 0.002619
8/31/2012 1630.31 0.022094 9/30/2016 1326.61 -0.01022
9/30/2012 1744.81 0.065623 10/31/2016 1266.55 -0.04742
10/31/2012 1746.58 0.001013 11/30/2016 1238.35 -0.02277
11/30/2012 1721.64 -0.01449 12/31/2016 1157.36 -0.06998
12/31/2012 1684.76 -0.02189 1/31/2017 1192.1 0.029142
1/31/2013 1671.85 -0.00772 2/28/2017 1234.2 0.034111
2/28/2013 1627.57 -0.02721 3/31/2017 123142 -0.00226
3/31/2013 1593.09 -0.02164 4/30/2017 1266.88 0.02799
4/30/2013 1487.86 -0.07073 5/31/2017 1246.04 -0.01672
5/31/2013 1414.03 -0.05221 6/30/2017 1260.26 0.011283
6/30/2013 1343.35 -0.05261 7/31/2017 1236.84 -0.01894
7/31/2013 1285.52 -0.04499 8/31/2017 1283.04 0.036008
9/30/2013 1348.6 -0.00233 9/30/2017 1314.07 0.023614
10/31/2013 1316.58 -0.02432 10/31/2017 1279.51 -0.02701
11/30/2013 1275.86 -0.03192 11/30/2017 1281.9 0.001864
12/31/2013 1221.51 -0.04449 12/31/2017 126445 -0.0138
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width/height, or a resolution of 300 dpi or higher). Common formats are
accepted, however, TIFF, JPEG, EPS and PDF are preferred.

— All Figures, Schemes and Tables should be inserted into the main text close to
their first citation and must be numbered following their number of
appearance (Figure 1, Scheme [, Figure 2, Scheme II, Table 1, ).

— All Figures, Schemes and Tables should have a short explanatory title and
caption.

— All table columns should have an explanatory heading. To facilitate the copy-
editing of larger tables, smaller fonts may be used, but no less than 8 pt. in size.
Authors should use the Table option of Microsoft Word to create tables.

— Authors are encouraged to prepare figures and schemes in color (RGB at 8-bit
per channel). There is no additional cost for publishing full color graphics.

Supplementary Materials and Software Source Code
Data Availability

In order to maintain the integrity, transparency and reproducibility of research
records, authors must make their experimental and research data openly available
either by depositing into data repositories or by publishing the data and files as
supplementary information in this journal.

Computer Code and Software

For work where novel computer code was developed, authors should release the
code either by depositing in a recognized, public repository or uploading as
supplementary information to the publication. The name and version of all software
used should be clearly indicated.

Supplementary Material

Additional data and files can be uploaded as "Supplementary Files" during the
manuscript submission process. The supplementary files will also be available to the
referees as part of the peer-review process. Any file format is acceptable, however we
recommend that common, non-proprietary formats are used where possible.

References in Supplementary Files

Citations and References in Supplementary files are permitted provided that they
also appear in the reference list of the main text.
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